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Preface

The penetration of wind- and photovoltaic (PV)-generated electrical energy into the grid system worldwide is increasing exponentially. A limiting factor is the increasingly stringent grid requirements imposed by different grid operators aiming to maintain grid stability. Both wind power (WP) plants and PV power plants are connected to the grid through grid converters which, besides transferring the generated DC power to the AC grid, should now be able to exhibit advanced functions like: dynamic control of active and reactive power; stationary operation within a range of voltage and frequency; voltage ride-through; reactive current injection during faults; participation in a grid balancing act like primary frequency control, etc. Therefore the aim of this book is to explain the topologies, modulation and control of grid converters for both PV and WP applications. In addition to the classical handbooks in power electronics this book shows the PV- or wind turbine (WT)- specific control functions according to the recent grid codes and enhances the classical synchronization and current control strategies with the general case when the grid is unbalanced.

The idea of this book originated in a biannual Industrial/PhD course ‘Power Electronics for Renewable Energy Systems’ started in May 2005 in Aalborg University, Institute for Energy Technology, and is successfully continued with over 250 PhDs or industry engineer attendees (by the end of 2010). The success of this course was due to the practical aspects involved as more than 40 % of the time was spent in the lab for designing and testing control strategies on real grid converters. Thus, the initiative for writing this book together with Marco Liserre from Politecnico di Bari and Pedro Rodríguez from UPC Barcelona has been taken in order to ensure a unique reference for the course.

The book is intended as a textbook for graduating students with an electrical engineering background wanting to move into areas of the electrical aspects of PV and WT power regenerations, as well as for professionals in the PV or WT industry.

Chapter 1 gives an overview of the latest developments in the PV and WT penetrations in the worldwide power systems as well as the forecast until 2014, which looks very promising despite the economical crisis of 2008–2010. Chapter 2 discusses the various high-efficiency topologies for PV inverters as well as some generic control structures. In Chapter 3 the grid requirements for PV installations are described. Chapter 4 gives a deep analysis of the basic PLL as the preferred tool for synchronization in single-phase systems and discusses different quadrature signal generator methods, while Chapter 5 discusses islanding detection methods. Chapter 6 describes the most typical WT grid converter topologies together with generic control structures. The most recent grid requirements for WT grid connection, the so-called Grid Codes, are explained in Chapter 7. The next chapter extrapolates the knowledge of
single-phase PLL structure for three-phase systems. New robust synchronization structures are proposed in order to cope with the unbalance grid or frequency adaptation. In Chapter 9 the most used grid converter control structures for WT are explained while Chapter 10 extrapolates the control issue for the case of grid faults, where new control structures are proposed. In Chapter 11 the issue of designing grid interface filters is discussed along with methods actively used to damp the resonance for LCL filters. Finally, Chapter 12 goes down to basics and advanced methods for controlling the grid current going from linear to more robust nonlinear techniques. The new resonant controllers are introduced and compared with the classical PI. Appendix A familiarizes the reader with the issue of different coordinate transformations in three-phase systems, Appendix B gives the basic principle of instantaneous power theory and Appendix C describes the concept of resonance controllers.
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Introduction

In the last few years renewable energies have experienced one of the largest growth areas in percentage of over 30% per year, compared with the growth of coal and lignite energy.

The goal of the European Community (the EU) is to reach 20% in 2020, but the EU-27 energy is only 17% of world energy. The US, with 22% of energy share, has adopted similar goals under the pressure of public opinion concerned by environmental problems and in order to overcome the economical crisis. However, the policies of Asia and Pacific countries, with 35% of energy share, will probably be more important in the future energy scenario. In fact, countries like China and India require continuously more energy (China energy share has increased 1 point every year from 2000).

The need for more energy of the emerging countries and the environmental concerns of the US and the EU increases the importance of renewable energy sources in the future energy scenario.

1.1 Wind Power Development

Grid-connected wind systems are being developed very quickly and the penetration of wind power (WP) is increasing.

The driving force in Europe was taken in March 2007, when EU Heads of State adopted a binding target of 20% of energy generated from renewable sources by 2020. A similar plan for 25% renewable energy sources until 2025 has been adopted in the US.

According to BTM Consult [1], the cumulative and annual installed wind power worldwide in 2009 is shown in Figure 1.1. Despite the economic crisis, 2009 was a very good year, with a worldwide installed wind power of 38.1 GW (35% higher than 2008). The biggest markets in 2009 were China, with 36.1%, and the US, with 26%. The cumulative worldwide installed wind power by the end of 2009 was 160.1 GW. The average growth for the period 2004–2009 was 36.1%, while the forecast average growth for the period 2010–2014 is 13.6% (reduced due to the economic crisis of 2008–2010). The worldwide cumulative installed power forecasted by 2019 is close to 1 TW, leading to a global wind power penetration of 8.4%.

Wind energy penetration (%) is defined as the total amount of wind energy produced annually (TWh) divided by the gross annual electricity demand (TWh). According to the
Global Cumulative Installed Wind Power

Global Annual Installed Wind Power

Figure 1.1 Wind power installed worldwide by 2009 and forecast until 2014: cumulative (left) and annual (right). Source: BTM Consult

EWEA (European Wind Energy Association) [2], the approximate wind energy penetration in Europe by 2008 was 3.8%, with the highest penetration levels of 21% in Denmark, 12% in Spain and Portugal, 9% in Ireland and 7% in Germany. At the regional level much higher penetration levels were achieved, as, for example, 36% in Schleswig-Holstein, Germany, and 70% in Navarra, Spain.

According to the DOE (US Department of Energy) [3], the wind energy penetration level in the US reached 1.9% by 2008, with highest state levels in Iowa 13.3%, Minnesota 10.4% and Texas 5.3%. The worldwide wind energy penetration by 2008 was 1.5%.

It is very difficult to define the maximum level of penetration as it is strongly dependent on the particularities of the grid in the considered area in terms of conventional generation, pricing, interconnection capacity, demand management and eventual storage capacity. Typically several regional or national grids are interconnected (as, for example, UCTE and NORDEL) and by agreement certain shared reserve generation and transmission capacity is provided in order to cope with \( n - 1 \) type contingency. The fluctuating wind power dispatch works also as a ‘disturbance’ in the system and this reserve capacity can also be successfully used for balancing purposes. Some studies have indicated that 20% wind penetration may be achieved without major transmission or storage developments. Electrical utilities continue to study
1.2 Photovoltaic Power Development

The worldwide cumulative and annual photovoltaic (PV) power installed according to EPIA are shown in Figure 1.2 [5].

The year 2009 was also a good year for PV, as 6.4 GW was installed (equivalent to approx one-sixth of wind power installed). From an empirical point of view we can say that PV is growing at approximately the same rate as WP and is just approximately 6 years behind. The forecast for 2014 is 30 GW for PV, close to the 28.7 GW for WP forecast 6 years ago (for 2008). The worldwide cumulative PV power reached 22.8 GW by the end of 2009.
Today, there are several PV parks with installed power > 40 MW in Spain, Germany and Portugal. The PV penetration is quite low now but it is estimated by EPIA that it could be as high as 12% in 2020.

Another important aspect is that the cost of PV panels have dropped during 2008 by around 40% to levels under € 2/W for PV. The bulk penetration of the PV system is expected around 2015 when the cost of PV electricity is forecasted to became compatible with the cost of conventional energy.

1.3 The Grid Converter – The Key Element in Grid Integration of WT and PV Systems

Power converters is the technology that enables the efficient and flexible interconnection of different players (renewable energy generation, energy storage, flexible transmission and controllable loads) to the electric power system. Hence it is possible to foresee how the synchronous machine has a central role in the centralized power system and the grid converter, also denoted as the ‘synchronous converter’, will be a major player in a future power system based on smart grid technologies. While the electromagnetic field has a major role in the synchronous machine, the grid converter is based mainly on semiconductor technology and signal processing but its connection filter, where the inductor is dominant, still has a crucial role to play in transient behaviour.

The increase in the power that needs to be managed by the distributed generation systems leads to the use of more voltage levels, leading to more complex structures based on a single-cell converter (like neutral point clamped multilevel converters) or a multicell converter (like cascaded H-bridge or interleaved converters). In the design and control of the grid converter the challenges and opportunities are related to the need to use a lower switching frequency to manage a higher power level as well as to the availability of a more powerful computational device and of more distributed intelligence (e.g. in the sensors and in the PWM drivers).

The book analyses both basic and advanced issues related to synchronization with the grid, harmonic control and stability, and at the system level in order to detect and manage islanding conditions for PV power systems and control under grid faults for WT power systems. It is intended for both graduate students in electrical engineering as well as practising engineers in the WT and PV industry, with special focus on the design and control of grid converters.
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Photovoltaic Inverter Structures

2.1 Introduction

The PV inverter is the key element of grid-connected PV power systems. The main function is to convert the DC power generated by PV panels into grid-synchronized AC power. Depending on the PV power plant configuration, the PV inverters can be categorized as:

- Module integrated inverters, typically in the 50–400 W range for very small PV plants (one panel).
- String inverters, typically in the 0.4–2 kW range for small roof-top plants with panels connected in one string.
- Multistring inverters, typically in the 1.5–6 kW range for medium large roof-top plants with panels configured in one to two strings.
- Mini central inverters, typically > 6 kW with three-phase topology and modular design for larger roof-tops or smaller power plants in the range of 100 kW and typical unit sizes of 6, 8, 10 and 15 kW.
- Central inverters, typically in the 100–1000 kW range with three-phase topology and modular design for large power plants ranging to tenths of a MW and typical unit sizes of 100, 150, 250, 500 and 1000 kW.

Historically the first grid-connected PV plants were introduced in the 1980s as thyristor-based central inverters. The first series-produced transistor-based PV inverter was PV-WR in 1990 by SMA [1]. Since the mid 1990s, IGBT and MOSFET technology has been extensively used for all types of PV inverters except module-integrated ones, where MOSFET technology is dominating.

Due to the high cost of solar energy, the PV inverter technology has been driven primarily by efficiency. Thus a very large diversity of PV inverter structures can be seen on the market.

In comparison with the motor drive inverters, the PV inverters are more complex in both hardware and functionality. Thus, the need to boost the input voltage, the grid connection filter, grid disconnection relay and DC switch are the most important aspects responsible for increased hardware complexity. Maximum power point tracking, anti-islanding, grid synchronization and data logger are typical functions required for the PV inverters.
Actually, in contrast with electrical drive industry, which is 20 years older and driven by cost where the full-bridge topology is acknowledged worldwide, new innovative topologies have recently been developed for PV inverters with the main purpose of increasing the efficiency and reducing the manufacturing cost. As the lifetime of PV panels is typically longer than 20 years, efforts to increase the lifetime of PV inverters are also under way. Today, several manufacturers are offering extended service for 20 years.

The first method used to increase the efficiency was to eliminate the galvanic isolation typically provided by high-frequency transformers in the DC–DC boost converter or by a low-frequency transformer on the output. Thus a typical efficiency increase of 1–2 % can be obtained.

As the PV panels are typically built in a sandwich structure involving glass, silicon semiconductor and backplane framed by a grounded metallic frame, a capacitance to earth is appearing, creating a path for leakage current. This can compromise personal safety, which is typically based on a system that monitors the leakage current as an indication of faults, especially in residential applications. This capacitance can vary greatly, depending on construction or weather conditions, and in reference [2] typical values of 10 nF/kW for PV are measured using the full-bridge with unipolar modulation as a well-known source of common mode voltage resulting in leakage current.

Unfortunately, the transformerless structure requires more complex solutions, typically resulting in novel topologies in order to keep the leakage current and DC current injection under control in order to comply with the safety issues.

Another important design issue that is driving the development of new topologies is the ability to exhibit a high efficiency also at partial loads, i.e. during the periods with reduced irradiation levels. Actually a weighted efficiency called ‘European efficiency’ has been defined that takes into consideration the periods for different irradiation levels across Europe.

Today there are many PV inverter manufacturers in the market, such as SMA, Sunways, Conergy, Ingeteam, Danfoss Solar, Refu, etc., offering a wide range of transformerless PV inverters with very high European efficiency (>97 %) and maximum efficiency of up to 98 %.

The topology development for the transformerless PV inverters has been taking the starting point in two ‘well-proven’ converter families:

- H-bridge.
- Neutral point clamped (NPC).

The aim of this chapter is to explain some of the most relevant actual transformerless PV inverter structures as derivatives of these main families. The level of diversity is high as some structures require a boost DC–DC converter with or without isolation. These boost converters are well known and will not be described in detail. Some typical combined boosted inverter structures are presented at the end of this chapter.

For the module-integrated inverters, due to the low power level a very large diversity of new topologies is reported, but due to the very low actual market share of this type of inverter they are not explored in this chapter.

### 2.2 Inverter Structures Derived from H-Bridge Topology

The H-bridge or full-bridge (FB) converter family, first developed by W. Mcmurray in 1965 [3], has been an important reference in the power electronic converter technology development.
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It was the first structure able to take advantage of the first available force-commutated semiconductor devices (thyristors). The H-bridge topology is very versatile, being able to be used for both DC–DC and DC–AC conversion and can also be implemented in FB form (with two switching legs) or in half-bridge form (with one switching leg).

2.2.1 Basic Full-Bridge Inverter

The practical PV inverter topology based on the full-bridge (FB) inverter is shown in Figure 2.1.

Three main modulation strategies can be used:

- Bipolar (BP) modulation.
- Unipolar (UP) modulation.
- Hybrid modulation.

In the case of bipolar (BP) modulation the switches are switched in diagonal, i.e. $S_1$ synchronous with $S_4$ and $S_3$ with $S_2$. Thus AC voltage can be generated as shown in Figure 2.2(a) and (b) for the positive and negative output currents respectively.

Figure 2.2 FB with BP modulation strategy in the case of: (a) positive output current and (b) negative output current
The main features of this converter are:

- Leg A and leg B are switched synchronously in the diagonal ($S1 = S3$ and $S2 = S4$) with high frequency and the same sinusoidal reference.
- No zero output voltage state is possible.

Advantages:

- $V_{PE}$ has only a grid frequency component and no switching frequency components, yielding a very low leakage current and EMI.

Drawbacks:

- The switching ripple in the current equals $1 \times$ switching frequency, yielding higher filtering requirements (no artificial frequency increase in the output!).
- The voltage variation across the filter is bipolar ($+V_{PV} \rightarrow -V_{PV} \rightarrow +V_{PV}$), yielding high core losses.
- Lower efficiency of up to 96.5% is due to reactive power exchange between $L_{1(2)}$ and $C_{PV}$ during freewheeling and high core losses in the output filter, due to the fact that two switches are simultaneously switched every switching period.

Remark:

*Despite its low leakage current the FB with BP modulation is not suitable for use in transformerless PV applications due to the reduced efficiency.*

In the case of unipolar modulation, each leg is switched according to its own reference. Thus AC current can be generated as shown in Figure 2.3.

The main features of this converter are:

- Leg A and leg B are switched with high frequency with mirrored sinusoidal reference.
- Two zero output voltage states are possible: $S1$, $S3 = ON$ and $S2$, $S4 = ON$.

Advantages:

- The switching ripple in the current equals $2 \times$ switching frequency, yielding lower filtering requirements.
- Voltage across the filter is unipolar ($0 \rightarrow +V_{PV} \rightarrow 0 \rightarrow -V_{PV} \rightarrow 0$), yielding lower core losses.
- High efficiency of up to 98% is due to reduced losses during zero voltage states.

Drawbacks:

- $V_{PE}$ has switching frequency components, yielding high leakage current and EMI.
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Figure 2.3 The switching states of FB with UP modulation in the case of generating: (a) positive current and (b) negative current

Remark:

Despite its high efficiency and low filtering requirements FB with UP modulation is not suitable for use in transformerless PV applications due to the high-frequency content of the $V_{pe}$.

In the case of hybrid modulation [4], one leg is switched at grid frequency and one leg at high frequency. Thus AC current can be generated as shown in Figure 2.4(a) and (b).
The main features of this converter are:

- Leg A is switched with grid low frequency and leg B is switched with high PWM frequency.
- Two zero output voltage states are possible: \( S_1, S_2 = \text{ON} \) and \( S_3, S_4 = \text{ON} \).

Advantages:

- Voltage across the filter is unipolar \( 0 \rightarrow +V_{PV} \rightarrow 0 \rightarrow -V_{PV} \rightarrow 0 \), yielding lower core losses.
- Higher efficiency of up to 98 % is due to no reactive power exchange between \( L_{1(2)} \) and \( C_{PV} \) during zero voltage and to lower frequency switching in one leg.

Drawbacks: also a drawback is the fact that this modulation only works for a two quadrant operation.

- The switching ripple in the current equals \( 1 \times \) switching frequency, yielding higher filtering requirements (no artificial frequency increase in the output!).
- \( V_{PE} \) has square wave variation at grid frequency, leading to high leakage current peaks and large EMI filtering requirements.
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Remark:

Despite its high efficiency FB with hybrid modulation is not suitable for use in transformerless PV applications due to the square-wave variation of the $V_{PE}$.

2.2.2 H5 Inverter (SMA)

In 2005 SMA patented a new inverter topology called H5 [5]. This topology is depicted in the Figure 2.5 and, as its name indicates, it is a classical H-bridge with an extra fifth switch in the positive bus of the DC link which provides two vital functions:

- Prevents the reactive power exchange between $L_{1(2)}$ and $C_{PV}$ during the zero voltage state, thus increasing efficiency.
- Isolates the PV module from the grid during the zero voltage state, thus eliminating the high-frequency content of $V_{PE}$.

The switching states for positive and negative generated AC currents are depicted in Figure 2.6.

The main features of this converter are:

- $S5$ and $S4$ ($S2$) are switched at high frequency and $S1$ ($S3$) at grid frequency.
- Two zero output voltage states are possible: $S5 = OFF$ and $S1$ ($S3$) = ON.

Advantages:

- Voltage across the filter is unipolar ($0 \rightarrow +V_{PV} \rightarrow 0 \rightarrow -V_{PV} \rightarrow 0$), yielding lower core losses.
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- Higher efficiency of up to 98% is due to no reactive power exchange between $L_{1(2)}$ and $C_{PV}$ during zero voltage and to lower frequency switching in one leg.
- $V_{PE}$ has only a grid frequency component and no switching frequency components, yielding a very low leakage current and EMI.

Drawbacks:

- One extra switch.
- Three switches are conducting during the active vector, leading to higher conduction losses but without affecting the overall high efficiency.

Remark:

*The H5 features all the advantages of FB with hybrid modulation and eliminates the high-frequency content of $V_{PE}$ by isolating the PV panels from the grid during zero voltage state using the extra switch. This topology is thus very suitable for use in transformerless PV applications due to high efficiency and low leakage current and EMI. It is currently commercialized by SMA in the series called SunnyBoy 4000/5000 TL with European efficiency higher than 97.7% and maximum efficiency of 98% (Photon International, October 2007).*
2.2.3 HERIC Inverter (Sunways)

In 2006, Sunways patented a new topology also derived from the classical H-bridge called HERIC (highly efficient and reliable inverter concept) by adding a bypass leg in the AC side using two back-to-back IGBTs (insulated gate bipolar transistors), as shown in Figure 2.7 [6].

The AC bypass provides the same two vital functions as the fifth switch in case of the H5 topology:

- Prevents the reactive power exchange between $L_{1(2)}$ and $C_{PV}$ during the zero voltage state, thus increasing efficiency.
- Isolates the PV module from the grid during the zero voltage state, thus eliminating the high-frequency content of $V_{PE}$.

The switching states for positive and negative generated AC currents are depicted in Figure 2.8.

The main features of this converter are:

- $S_1$–$S_4$ and $S_2$–$S_3$ are switched at high frequency and $S^+$ ($S^-$) at grid frequency.
- Two zero output voltage states are possible: $S^+ = $ on and $S^- = $ on (providing the bridge is switched off).

Advantages:

- Voltage across the filter is unipolar ($0 \rightarrow +V_{PV} \rightarrow 0 \rightarrow -V_{PV} \rightarrow 0$), yielding lower core losses.
- Higher efficiency of up to 97% is due to no reactive power exchange between $L_{1(2)}$ and $C_{PV}$ during zero voltage and to lower frequency switching in one leg.
- $V_{PE}$ has only a grid frequency component and no switching frequency components, yielding very low leakage current and EMI.

![HERIC topology (Sunways)](image-url)
Figure 2.8  The switching states of the HERIC inverter in the case of generating: (a) positive current and (b) negative current

**Drawbacks:**

- Two extra switches.

**Remark:**

*The HERIC improves the performance of FB with BP modulation by adding the zero voltage obtained with the AC bypass, thus increasing the efficiency. This topology is therefore very suitable for use in transformerless PV applications due to high efficiency and low leakage current and EMI. It is currently commercialized by Sunways in the AT series (2.7–5 kW) with reported European efficiency of 95 % and maximum efficiency of 95.6 % (Photon International, July 2008).*

The behavior of HERIC and H5 are quite similar as both realize the decoupling of the PV generator from the grid during the zero voltage state on the AC side and DC side respectively. They both use two switches switched at high frequency and one switched at grid frequency, and H5 has three switches conducting at the same time, while HERIC has only two.
2.2.4 **REFU Inverter**

In 2007, Refu Solar patented a new topology also derived from the classical H-bridge. The topology actually uses a half-bridge within the AC side bypass and a bypassable DC–DC converter as shown in Figure 2.9 [7].

The AC bypass provides the same two vital functions as in the case of HERIC:

- Prevents the reactive power exchange between $L$ and $C_{PV}$ during the zero voltage state, thus increasing efficiency.
- Isolates the PV module from the grid during the zero voltage state, thus eliminating the high-frequency content of $V_{PE}$.

The AC bypass is implemented in a different way by comparison with HERIC, i.e. by using unidirectional switches composed of standard IGBT modules with a diode in series to cancel the free-wheeling path. Another specific characteristic of this topology is the use of a boost converter, which is activated only when the input DC voltage is lower than the grid voltage. The switching states for positive and negative generated AC currents are depicted in Figure 2.10.

The main features of this converter are:

- $S_1$ ($S_2$) are switched at high frequency when there is no need for boost: $V_{PV} > |V_g|$.
- $S_3$ ($S_4$) are switched at high frequency when the boost is enabled: $V_{PV} < |V_g|$.
- $S_+(-S_-)$ are switched at grid frequency depending on voltage polarity.

Advantages:

- Voltage across the filter is unipolar ($0 \rightarrow +V_{PV} \rightarrow 0 \rightarrow -V_{PV} \rightarrow 0$), yielding lower core losses.

![Figure 2.9](image.png)  
**Figure 2.9** The REFU inverter topology
Figure 2.10 The switching states of the REFU inverter in the case of generating: (a) positive current and (b) negative current

- Higher efficiency of up to 98% is due to no reactive power exchange between \( L \) and \( C_{PV} \) during zero voltage, boost only when necessary and to lower frequency switching in one leg.
- \( V_{PE} \) has only a grid frequency component and no switching frequency components, yielding very low leakage current and EMI.
Drawbacks:

- Needs double DC voltage.
- Two extra switches, but switched at low frequency.

Remark:

The REFU topology is an improvement on the half-bridge topology by adding the AC bypass to create zero voltage with minimum losses. This topology is very suitable for use in transformerless PV applications due to high efficiency and low leakage current and EMI. It is currently commercialized by Refu in the three-phase series RefuSol® (11/15 kW) with reported European efficiency of 97.5 % and maximum efficiency of 98 % (Photon International, September 2008).

2.2.5 Full-Bridge Inverter with DC Bypass – FB-DCBP (Ingeteam)

Another ‘modified’ FB topology is the full-bridge with DC bypass as patented (pending) by Ingeteam [8] and published in reference [9]. This topology is depicted in Figure 2.11 and is a classical H-bridge with two extra switches in the DC link and also two extra diodes clamping the output to the grounded middle point of the DC bus. The DC switches provide the separation of the PV panels from the grid during the zero voltage states and the clamping diodes ensure that the zero voltage is grounded, in opposition to HERIC or H5 where the zero voltage is floating. Essentially both solutions ensure ‘jump-free’ $V_{PE}$, leading to low leakage current and high efficiency due to prevention of reactive power exchange between $L_{1(2)}$ and $C_{PV1(2)}$ during zero voltage.

The switching states for positive and negative generated AC currents are depicted in Figure 2.12.

![Figure 2.11 Full-bridge with DC bypass – FB-DCBP inverter topology (Ingeteam)]
The rating of the DC bypass switches is half of the DC voltage.

The switching states of the FB-DCBP inverter in the case of generating: (a) positive current and (b) negative current

The main features of this converter are:

- \$S5$ and \$S6$ are switched at high frequency and \$S1$ (\$S2\$) and \$S4$ (\$S3\$) at grid frequency.
- Zero output voltage is achieved by turning the DC bypass switches \$S5$ and \$S6$ OFF. When \$S5$ and \$S6$ are turned OFF and \$S2$ and \$S3$ are turned ON, the current splits into two paths: \$S1$ and the freewheeling diode of \$S3$ (\$D3\$), and \$S4$ and the freewheeling diode of \$S2$ (\$D2\$). Thus, \$S2$ and \$S3$ are turned ON with no current and therefore no switching losses appear. The path of the current during zero voltage state will be \$S4-D2$ or \$S1-D3$ for positive grid current, while the negative grid current will flow through \$S2-D4$ or \$S3-D1$. D+ and D- are just used for clamping the bypass switches to the half of the DC-link voltage [9].

Advantages:

- Voltage across the filter is unipolar \(0 \rightarrow +V_{PV} \rightarrow 0 \rightarrow -V_{PV} \rightarrow 0\), yielding lower core losses.
- The rating of the DC bypass switches is half of the DC voltage.
- Higher efficiency is due to no reactive power exchange between \(L_{1(2)}\) and \(C_{PV(1)}\) during zero voltage and to a lower switching frequency in the FB and low voltage rating of \$S5$ and \$S6$.
- \$V_{PV}$ has only a grid frequency component and no switching frequency components, yielding a very low leakage current and EMI.
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Drawbacks:

- Two extra switches and two extra diodes.
- Four switches are conducting during the active vector, leading to higher conduction losses but without affecting the overall high efficiency.

Remark:

*The FB-DCBP topology is very suitable for use in transformerless PV applications due to high efficiency and low leakage current and EMI. This topology is currently commercialized by Ingeteam® Sun TL series (2.5/3.3/6 kW) with reported European efficiency of 95.1% and maximum efficiency of 96.5% (Photon International, August 2007).*

2.2.6 Full-Bridge Zero Voltage Rectifier – FB-ZVR

Another ‘modified’ FB topology is the full-bridge zero voltage rectifier [10], depicted in Figure 2.13. This topology is derived from HERIC, where the bidirectional grid short-circuiting switch is implemented using a diode bridge and one switch (S5) and a diode clamp to the DC midpoint. Zero voltage is achieved by turning the FB off and turning S5 on.

The switching states for positive, negative and zero output voltage states are shown in Figure 2.14.

The main features of this converter are:

- The switches within the FB are switched diagonally like in bipolar modulation. The zero state is introduced after each switching by turning all switches of the bridge off and turning S5 on.

![Figure 2.13 Full-bridge zero voltage rectifier – FB-ZVR inverter topology](image-url)
Advantages:

- Voltage across the filter is unipolar (0 → +PV → 0 → −PV → 0), yielding lower core losses.
- High efficiency of up to 96% is due to no reactive power exchange between \( L_1(2) \) and \( C_{PV} \) during zero voltage and to lower frequency switching in one leg.
- \( V_{PE} \) has only a grid frequency component and no switching frequency components, yielding very low leakage current and EMI.

Drawbacks:

- One extra switch and four diodes.
- During deadtime clamping, bipolar output voltage is obtained, leading to increased losses across the filter.

Remark:

*The FB-ZVR inherits the advantages of the HERIC in terms of high efficiency and low leakage. Due to the high switching frequency of \( S5 \), the efficiency is lower than at HERIC, but it provides the advantage that can work at any power factor.*
2.2.7 Summary of H-Bridge Derived Topologies

Actually, HERIC, H5, REFU and FB-DCBP topologies convert the two-level FB (or HB) inverter into a three-level one. This increases the efficiency as both the switches and the output inductor are subject to half of the input voltage stress. The zero voltage state is achieved by shorting the grid using the higher switches of the bridge (H5) or by using an additional AC bypass (HERIC or REFU) or DC bypass (FB-DCBP). H5 and HERIC isolate the PV panels from the grid during zero voltage while REFU and FB-DCBP clamp the neutral to the midpoint of the DC link. Both REFU and HERIC use the AC by-pass but REFU uses two switches in antiparallel and HERIC uses two switches in series (back to back). Thus the conduction losses in the AC bypass are lower for the REFU topology. REFU and H5 have slightly higher efficiencies as they have only one switch that switches with high-frequency while HERIC and FB-DCBP have two.

FB-ZVR is derived from HERIC but uses a different implementation of the bidirectional switch, using a diode bridge and one switch. Constant $V_{PE}$ but moderate high efficiency (lower than HERIC but higher than FB-BP) are obtained and can also work with nonunitary PF.

In the following section another family of converters, called neutral point clamped (NPC), achieving more or less the same performance but at the expense of more switches is explored.

2.3 Inverter Structures Derived from NPC Topology

The NPC topology has been introduced by Nabae, Magi and Takahashi in 1981 [11] showing great improvements in terms of lower $dV/dt$ and switch stress in comparison with the classical two-level full-bridge inverter. The NPC topology is also very versatile and can be used in both single-phase (full-bridge or half-bridge) and three-phase inverters.

2.3.1 Neutral Point Clamped (NPC) Half-Bridge Inverter

The main concept is that zero voltage can be achieved by ‘clamping’ the output to the grounded ‘middle point’ of the DC bus using $D+$ or $D−$ depending on the sign of the current (Figure 2.15). The switching states for generating positive and negative current are depicted in Figure 2.16.

![Neutral clamped half-bridge](image-url)
The switching states of the NPC-HB inverter in the case of generating: (a) positive current and (b) negative current

The main features of this converter are:

- $S_1$ ($S_4$) are switched at high frequency and $S_2$ ($S_3$) at grid frequency.
- Two zero voltage states are possible: $S_2$, $D^+ = ON$ and $S_3$, $D^- = ON$. For operation out of unitary power factors $S_1$ and $S_3$ switch in opposition for $V_g > 0, I_g < 0$, and $S_2$ and $S_4$ for $V_g < 0, I_g > 0$.

Advantages:

- Voltage across the filter is unipolar ($0 \rightarrow +V_{PV} \rightarrow 0 \rightarrow -V_{PV} \rightarrow 0$), yielding lower core losses.
- Higher efficiency of up to 98 % is due to no reactive power exchange between $L_{1(2)}$ and $C_{PV}$ during zero voltage and to lower switching frequency in one leg.
- The voltage rating of outer switches can be reduced to $V_{PV}/4$, resulting in reduced switching losses.
- $V_{PE}$ is constant and is equal to $-V_{PV}/2$ without switching frequency components, yielding very low leakage current and EMI.

Drawbacks:

- Two extra diodes.
- Requires double voltage input in comparison with FB.
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- Unbalanced switch losses: higher on the higher/lower switches and lower on the middle switches.
- Any inductance introduced in the neutral connection by, for example, EMI filters generates high-frequency common-mode voltage, which will lead to leakage current.

Remark:

*The NPC has very similar performances in comparison with H5, HERIC or REFU, being very suitable for use in transformerless PV applications due to high efficiency and low leakage current and EMI. It is currently used by Danfoss Solar inverters in the TripleLynx series (three-phase 10/12.5/15 kW) with reported European efficiency of 97 % and maximum efficiency of 98 % (Photon Magazine, July 2010).*

2.3.2 **Conergy NPC Inverter**

A ‘variant’ of the classical NPC is a half-bridge with the output clamped to the neutral using a bidirectional switch realized with two series back-to-back IGBTs as patented by Conergy [12] (see Figure 2.17). An alternative realization of the same concept is presented in reference [13], where the unidirectional clamping switches are connected in parallel rather than in series and a full-bridge is used instead of a half-bridge.

The main concept of the Conergy NPC inverter is that zero voltage can be achieved by ‘clamping’ the output to the grounded ‘middle point’ of the DC bus using $S^+$ or $S^-$ depending on the sign of the current. The switching states for generating positive and negative currents are depicted in Figure 2.18.

The main features of this converter are:

- $S_1 (S_2)$ and $S^- (S^-)$ are switched at high frequency.
- Two zero voltage states are possible: $S^+, D^+ = ON (S^-, D^- = ON)$.

![Figure 2.17 Conergy neutral point clamped inverter](image-url)
Advantages:

- Voltage across the filter is unipolar \((0 \rightarrow +V_{PV} \rightarrow 0 \rightarrow -V_{PV} \rightarrow 0)\), yielding lower core losses.
- Higher efficiency of up to 98% is due to no reactive power exchange between \(L_{1(2)}\) and \(C_{PV}\) during zero voltage and to a reduced voltage drop as only one switch is conducting during active states of the Conergy NPC inverter.
- \(V_{PE}\) is constant and is equal to \(-V_{PV}/2\) without switching frequency components, yielding a very low leakage current and EMI.
- Balanced switching losses in contrast with the classical NPC.

Drawbacks:

- The voltage rating of \(S1\) and \(S2\) is double in comparison with the outer switches in the NPC.
- Requires double voltage input in comparison with FB.
- Any inductance introduced in the neutral connection by, for example, EMI filters generates high-frequency common-mode voltage, which will lead to leakage current.

**Figure 2.18** The switching states of the Conergy NPC inverter in the case of generating: (a) positive current and (b) negative current
Remark:

*The Conergy NPC has slightly higher efficiency in comparison with NPC as during the active state only one switch is conducting, which is very suitable for use in transformerless PV applications due to high efficiency and low leakage current and EMI. It is currently used in the market by Conergy in the IPG series (2–5 kW) string inverter series with reported European efficiency of 95.1 % and maximum efficiency of 96.1 % (Photon International, July 2007).*

### 2.3.3 Summary of NPC-Derived Inverter Topologies

The classical NPC and its ‘variant’ Conergy NPC are both three-level topologies featuring the advantages of unipolar voltage across the filter, high efficiency due to clamping of PV panels during the zero voltage state and practically no leakage due to the grounded DC link midpoint. Due to higher complexity in comparison with FB-derived topologies, these structures are typically used in three-phase PV inverters with ratings over 10 kW (mini-central). These topologies are also very attractive for high power in the range of hundreds of kW (central inverters) where the advantages of multilevel inverters are even more important.

### 2.4 Typical PV Inverter Structures

In this chapter different innovative topologies for the transformerless PV inverters are presented. However, most of them will require boosting so the final structure will be different. In the following, some typical complete PV structures are described.

#### 2.4.1 H-Bridge Based Boosting PV Inverter with High-Frequency Transformer

A typical structure of an H-bridge based boosting PV inverter is shown in Figure 2.19. The FB DC–DC converter boost factor is controlled by shifting the switching phase between the two legs [14]. The FB inverter can be easily replaced with higher-efficiency versions (H5 or HERIC).

#### 2.4.1.1 Boosting Inverter with Low-Frequency Transformer

A typical structure using a classical boost DC–DC converter is shown in Figure 2.20. The transformer is placed on the low-frequency side.
2.5 Three-Phase PV Inverters

Most of the three-phase PV inverters are not typically true three-phase three-wire inverters but rather three-phase four-wire ones. Actually they work as three independent single-phase inverters.

This solution has two advantages:

- It allows using the existing single-phase inverters.
- It allows using the ‘mild’ anti-islanding requirement from the German standard VDE-0126-1-1 (2006), which states that the impedance monitoring can be replaced by line-to-line voltage monitoring if the control of each phase current is done independently.

Companies like SMA are promoting the concept that three-phase systems can be built up by using a single-phase building block, the so-called minicentral inverters (like, for example, Sunny Mini Central 8000TL).

---

Figure 2.19  Boosting inverter with a HF transformer based on the H-bridge

Figure 2.20  Boosting inverter with a LF transformer based on the boost converter
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Other companies like Conergy, Refusol and Danfoss Solar are promoting three-phase inverters in the range of 10–15 kW based on the same concept but built like a three-phase unit. A recent comparative study among three-phase transformerless topologies [15] revealed that three-phase NPC exhibits the best performances in comparison with full-bridge with a split DC link in terms of low leakage, efficiency and performance. The real problem of using a true three-phase three-wire topology is that the DC voltage needs to be relatively high, at least around 600 V for a 400 V three-phase grid and is limited to 1000 V due to safety requirements (maximum installation voltage). The variation range can be too narrow in comparison with the variations required by the MPPT due to temperature changes and grid voltage allowed variations. On the contrary, single-phase inverters need at least around 400 V DC voltage having a larger variation range yielding more flexibility.

2.6 Control Structures

Due to the very large variety of transformerless PV inverter topologies, the control structures are also very different. The modulation algorithm has to be specific for each topology. In the following a generic, topology invariant control structure will be presented for a typical transformerless topology with boost stage, as shown in Figure 2.21.

As can be seen, three different classes of control functions can be defined:

1. **Basic functions – common for all grid-connected inverters**
   - Grid current control
     - THD limits imposed by standards
     - Stability in the case of large grid impedance variations
     - Ride-through grid voltage disturbances

![Figure 2.21](image-url)  
**Figure 2.21** Generic control structure for a PV inverter with boost stage
2. PV specific functions – common for all PV inverters

- Maximum power point tracking (MPPT)
  - Very high MPPT efficiency during steady state (typically > 99 %)
  - Fast tracking during rapid irradiation changes (dynamical MPPT efficiency)
  - Stable operation at very low irradiation levels
- Anti-islanding (AI), as required by standards (VDE 0126, IEEE 1574, etc.)
- Grid monitoring
  - Synchronization
  - Fast voltage/frequency detection for passive AI
- Plant monitoring
  - Diagnostic of PV panel array
  - Partial shading detection

3. Ancillary functions

- Grid support
  - Local voltage control
  - Q compensation
  - Harmonic compensation
  - Fault ride-through

In this book, the common basic functions (grid current control, DC voltage control and synchronization) as well as anti-islanding methods are covered.

2.7 Conclusions and Future Trends

PV inverter structures are evolving at a high pace. A high number of new patented transformerless topologies based on either H-bridge or NPC appeared on the market with very high efficiency, up to 98 %. In this chapter the principle of operation along with the performances of these topologies are presented as this represents a really high value for the power electronics community.

The obvious trend is more silicon for lower losses, as the number of switches has increased. The PV inverter market is driven by efficiency rather than cost, mainly due to the still very high price for PV energy. To increase even more the efficiency could be quite difficult using the current technology, but new research shows a real good potential in replacing the silicon switches by silicon-carbide ones. In reference [16] an efficiency increase of roughly 1 % was demonstrated on an HERIC topology by simply replacing the IGBT with a SiC MosFet. It is thus expected that in a few years the SiC MosFets will become commercially available, along with the SiC diodes, which are currently used today in very high efficiency boost converters.

Another trend in the design of PV inverters will be influenced by the grid requirements. At the moment, in many countries it is required that eventual islanding should be quickly
detected and the inverter should be disconnected from the grid immediately in order to avoid any personal safety issues, especially for residential PV systems. However, as the PV weight in the grid integration is expected to grow very fast, it is possible that grid requirements will change and will require fault ride-through capability in order to stabilize the power system. Just like the case for wind power systems, this requirement has been introduced after a long period when its share in the power generation became important. This will most probably apply for large PV plants connected to distribution systems.

Finally, integration of power components is an important factor as it is known from the electric drives sector that this will reduce the costs in the long term. The problem with PV inverters is that there are so many topologies and it is actually very difficult to find standard modules for implementation. A good example is SMA, which managed to produce customized power modules for the H5 topology. Semikron and Vincotech (previously a Tyco division) are now offering power modules for NPC topologies, Mitsubishi is offering intelligent power modules (IPM) with one or two boost converters plus an H-bridge inverter specially designed for PV applications, and this trend is expected to continue also with other major device manufacturers as the PV inverter market is growing very fast.
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Grid Requirements for PV

3.1 Introduction

Grid-connected PV systems are being developed very fast and systems from a few kW to tenths of a MW are now in operation. As an important source of distributed generation (DS) the PV systems need to comply with a series of standard requirements in order to ensure the safety and the seamless transfer of the electrical energy to the grid.

Typically, local regulations imposed by the grid operators apply in most countries but large efforts are made worldwide to impose some standard grid requirements that can be adopted by various countries. The most relevant international bodies that are developing worldwide standards for grid requirements are: IEEE (Institute of Electrical and Electronic Engineers) in the US, IEC (International Electrotechnical Commission) in Switzerland and DKE (German Commission for Electrical, Electronic and Information Technologies of DIN and VDE) in Germany, the dominant PV market.

The grid requirements are a very important specification that is having a big impact on the design and performances of the PV inverter. For example, in the US market the transformer-less PV inverters are not yet popular as the utilities are still reticent in allowing them due to some older local regulations (NEC). Another example is the recent three-phase mini-central PV inverter in the range of 8–15 kW tailored to the new grid requirements in some European countries, which are limiting the feed-in tariff to about these levels. Therefore the PV industry is very sensitive to the grid regulations and is tailoring the products in accordance with them.

The purpose on this chapter is to introduce the most relevant standard requirements from the main market areas with the focus on the most recent developments and to describe the technical challenges that should be addressed by the PV inverter technology.

First in Section 3.2 the most important and recent standard regulations are introduced, focusing on Europe and US markets. Then the most relevant requirements: response to abnormal grid conditions, power quality and anti-islanding are described in Sections 3.3, 3.4 and 3.5 respectively, with a comparison made among the different standards.
3.2 International Regulations

3.2.1 IEEE 1547 Interconnection of Distributed Generation

In the US, several standards for interconnection have come and gone since the enactment of the Public Utilities Regulatory Policy Act in 1978 [1]. For PV and other inverter-based technologies, IEEE 929-2000, Recommended Practice for Utility Interface of Photovoltaic (PV) Systems [2], has the longest history and probably is the most used standard. It applies to residential and other small-scale interconnected PV, but many aspects have been applied to other generating technologies that use inverters. It dates back to 1981 and originated from the IEEE Standards Coordinating Committee 21 (SCC21) for PV systems, which has been expanded to include fuel cells, PVs, dispersed generation and energy storage. IEEE 929 has since been effectively incorporated into many state rules and in UL 1741 [3].

Largely derived from IEEE 929, UL 1741, Standard for Inverters, Converters, and Controllers for Use in Independent Power Systems, elaborated by Underwriters Laboratories Inc., an important standardization body in the US, became an important safety listing in 1999 and is applied to small grid-tied inverters. It has taken on a greater role since 2002 when the first large-scale three-phase inverters were included under this UL listing. Like other UL standards, 1741 addresses issues related to construction, electrical safety and principles derived from the National Electric Code (NEC) and related UL standards. UL 1741 is unique in its incorporation of grid performance requirements. Most other UL standards are limited to electrical safety and do not address performance. The practical implementation of UL 1741 has had a huge impact on the viability of projects incorporating PV and other inverter-based technologies. Where it has been adopted in state and utility rules, it has greatly simplified the interconnection process for developers and utilities alike.

The review process in many cases has evolved from detailed interconnection studies to simple checklists. Today the single most influential standard for interconnection of all forms of DR is IEEE 1547-2003 [4], Standard for Interconnecting Distributed Resources with Electric Power Systems. IEEE 1547 is the result of a recent effort by SCC21 to develop a single interconnection standard that applies to all technologies. The IEEE 1547 standard has benefited greatly from earlier utility industry work documented in IEEE and IEC standards (e.g. IEEE 929, 519, 1453; IEC EMC series 61000; etc.) and ANSI C37 series of protective relaying standards. IEEE 1547 addresses all types of interconnected generation up to 10 MW and establishes mandatory requirements. This sets it apart from several previous IEEE guides or recommended practices on DG, which convey only suggestions and recommendations.

The IEEE 1547 standard focuses on the technical specifications for, and the testing of, the interconnection itself. It includes general requirements, response to abnormal conditions, power quality, islanding and test specifications as well as requirements for design, production, installation evaluation, commissioning and periodic tests. The requirements are applicable for interconnection with EPSs at typical distribution levels (medium voltage) but also low-voltage distribution networks are considered.

IEEE 1547.1-2005 [5], Standard for Conformance Test Procedures for Equipment Interconnecting Distributed Resources with Electric Power Systems, is a new standard deriving from IEEE 1547, specifying the type, production and commissioning tests that shall be performed to demonstrate that the interconnection functions and equipment of the distributed resources (DR) conform to IEEE Std 1547.
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In May 2007 the following paragraph has been added to UL1741: ‘For utility-interactive equipment, these requirements are intended to supplement and be used in conjunction with the Standard for Interconnecting Distributed Resources with Electric Power Systems, IEEE 1547, and the Standard for Conformance Test Procedures for Equipment Interconnecting Distributed Resources with Electric Power Systems, IEEE 1547.1.’ Thus in terms of grid requirements UL 1741 acknowledges IEEE 1547.

3.2.2 IEC 61727 Characteristics of Utility Interface

A huge effort in harmonizing the grid requirements has been done by IEC that promotes international cooperation within standardizations for electrical and electronic issues. The TC-82 Committee on Solar Photovoltaic Energy Systems is developing a large range of standards for the PV industry. In the grid interconnection requirements, the TC-82 has developed the standard IEC 61727 [6], Photovoltaic (PV) Systems – Characteristics of the Utility Interface, published in December 2004. The standard applies to utility-interconnected PV power systems operating in parallel with the utility and utilizing static (solid-state) nonislanding inverters for the conversion of DC to AC and lays down requirements for interconnection of PV systems to the utility distribution system.

Another related standard of 2005, IEC 62116 Ed. 1 [7], Testing Procedure of Islanding Prevention Measures for Utility Interactive Photovoltaic Inverters, describing the testing procedure for the requirements stated in IEC 61727, has been recently approved and is expected to be published by the end of 2007. Although there are slight differences, the requirements from IEC 61727 are harmonizing very well with the ones from IEEE 1574, especially for anti-islanding detection, which is the critical issue.

3.2.3 VDE 0126-1-1 Safety

Germany is the dominant PV market and therefore the German regulations issued by the VDE Testing and Certification Institute is very important. During the 1990s the so-called ENS safety device, Die selbsttätig wirkende Freischaltstelle besteht aus zwei voneinander unabhängigen Einrichtungen zur Netzüberwachung mit zugeordnete allpoligen Schaltern in Reihe or Automatic Disconnection Device between a Generator and the Public Low-Voltage Grid, was introduced, first as an external hardware device, but later in software. According to the former VDE 0126-1999, the ENS device should be able to detect a jump of 0.5 Ω in the grid impedance in a power-balanced situation. This was only possible by using active methods based on distorting the grid and measuring the response. After some years of experience in the field it was agreed that the requirements are too tight and frequently led to nuisance trips affecting the yield and also power quality degradation. Especially cases where many inverters operating close to each other increased malfunctioning have been reported.

Eventually, the newly revised standard VDE 0126-1-1-2006 [8] has relaxed the tight thresholds for disconnection in the case of abrupt grid impedance changes (from 0.5 to 1.0 Ω) and even allow as an alternative method an anti-islanding requirement very similar to the one in IEEE 1547.1 based on a resonant RLC load. These changes are expected to contribute to increased grid stability, without altering safety.
Apart from the ENS, the VDE 0126-1-1 also includes over/undervoltage and frequency detection and describes the test procedures for a fail-safe protective interface that has to disconnect automatically the PV inverter from the grid in cases of DC injection, fault current and low isolation to earth. In order to accommodate the transformerless PV inverters, a leakage current limit (300 mA) is imposed and active monitoring of the fault current with sensitivity down to 30 mA and active monitoring of isolation (>1 kΩ/V) is required. Also, for the fail-safe disconnection circuit, a redundant circuit is required. This means that additional hardware is needed in order to achieve these safety functions, thus increasing the complexity and cost. In Germany it is not allowed to apply ENS in an installation with an AC output power ≥ 30 kW.

### 3.2.4 IEC 61000 Electromagnetic Compatibility (EMC – low frequency)

IEC 61000-3-2 [9] deals with the limitation of harmonic currents injected into the public supply system. It specifies limits of harmonic components of the input current, which may be produced by equipment tested under specified conditions. This part of IEC 61000 is applicable to electrical and electronic equipment having an input current up to and including 16 A per phase, and is intended to be connected to public low voltage. For equipment with current higher than 16 A but lower than 75 A the corresponding standard IEC 61000-3-12 [10] applies.

IEC 61000-3-3 [11] is concerned with the limitation of voltage fluctuations and flicker impressed on the public low-voltage system. It specifies limits of voltage changes that may be produced by an equipment tested under specified conditions and gives guidance on methods of assessment. This part of IEC 61000 is applicable to electrical and electronic equipment having an input current equal to or less than 16 A per phase, intended to be connected to public low-voltage distribution systems of between 220 and 250 V line to neutral at 50 Hz, and not subject to conditional connection. For equipment with current higher than 16 A but lower than 75 A the corresponding standard IEC 61000-3-11 [12] applies.

### 3.2.5 EN 50160 Public Distribution Voltage Quality

The voltage quality in the public distribution system is regulated in Europe by EN 50160 [13], which gives the main voltage parameters and their permissible deviation ranges at the customer’s point of common coupling in public low-voltage (LV) and medium-voltage (MV) electricity distribution systems, under normal operating conditions. The parameters of the supply voltage shall be within the specified range during 95 % of the test period, while the permitted deviations in the remaining 5 % of the period are much greater. EN 50160 is principally informative and accepts no responsibility when the limits are exceeded. The following parameters are of interest for designing the control of PV inverters:

- Voltage harmonic levels (see Table 3.1). Maximum voltage THD is 8 %.
- Voltage unbalance for three-phase inverters. Maximum unbalance is 3 %.
- Voltage amplitude variations: maximum ±10 %.
- Frequency variations: maximum ±1 %.
- Voltage dips: duration < 1 sec. deep < 60 %.

For the PV inverter, point-of-view compatibility with this voltage power quality standard is important as it can demonstrate that the inverter is able to operate with the whole range
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Table 3.1 Public distribution grid voltage harmonics limits – EN 50160

<table>
<thead>
<tr>
<th>Order ( h )</th>
<th>Relative voltage (%)</th>
<th>Order ( h )</th>
<th>Relative voltage (%)</th>
<th>Order ( h )</th>
<th>Relative voltage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>9</td>
<td>1.5</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>3.5</td>
<td>15</td>
<td>0.5</td>
<td>6 to 24</td>
<td>0.5</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>21</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

of disturbances. The voltage and frequency variations are surpassed by other PV specific standards, as shown in Section 3.3. For the permitted disturbances in terms of dips, there is not yet any ride-through requirement, but in the future as PV increases penetration of the market such a requirement (similar to the wind power grid codes) is expected.

In the following an analytical and comparative analysis of the main grid requirements from the three main standard groups IEEE 1574/UL 1741, IEC 61727 and VDE 0126-1-1 is given.

3.3 Response to Abnormal Grid Conditions

The PV inverters need to disconnect from the grid in case of abnormal grid conditions in terms of voltage and frequency. This response is to ensure the safety of utility maintenance personnel and the general public, as well as to avoid damage to connected equipment, including the photovoltaic system.

3.3.1 Voltage Deviations (see Table 3.2)

All discussions regarding system voltage refer to the local nominal voltage. The voltages in RMS (root mean square) are measured at the point of utility connection. The disconnection

Table 3.2 Disconnection time for voltage variations

<table>
<thead>
<tr>
<th>IEEE 1547</th>
<th>IEC 61727</th>
<th>VDE 0126-1-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage range (%)</td>
<td>Disconnection time (sec.)</td>
<td>Voltage range (%)</td>
</tr>
<tr>
<td>( V &lt; 50 )</td>
<td>0.16</td>
<td>( V &lt; 50 )</td>
</tr>
<tr>
<td>( 50 \leq V &lt; 88 )</td>
<td>2.00</td>
<td>( 50 \leq V &lt; 85 )</td>
</tr>
<tr>
<td>( 110 &lt; V &lt; 120 )</td>
<td>1.00</td>
<td>( 110 &lt; V &lt; 135 )</td>
</tr>
<tr>
<td>( V \geq 120 )</td>
<td>0.16</td>
<td>( V \geq 135 )</td>
</tr>
</tbody>
</table>
Disconnection time for frequency variations

<table>
<thead>
<tr>
<th>Frequency range (Hz)</th>
<th>IEEE 1547</th>
<th>Disconnection time (sec.)</th>
<th>IEC 61727</th>
<th>Disconnection time (sec.)</th>
<th>VDE 0126-1-1</th>
<th>Disconnection time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>59.3 &lt; f &lt; 60.5&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.16</td>
<td>f&lt;sub&gt;n&lt;/sub&gt;−1 &lt; f &lt; f&lt;sub&gt;n&lt;/sub&gt;+1</td>
<td>0.2</td>
<td>47.5 &lt; f &lt; 50.2</td>
<td>0.2</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>For systems with power < 30 kW the lower limit can be adjusted in order to allow participation in the frequency control.

Observation: The required disconnection time for VDE 0126-1-1 is much shorter (0.2 sec.) and fast voltage monitoring is thus required.

3.3.2 Frequency Deviations (see Table 3.3)

The purpose of the allowed range and time delay is to ride through short-term disturbances to avoid excessive nuisance tripping in weak-grid situations.

Observation: The VDE 0126-1-1 allows a much lower frequency limit and thus frequency adaptive synchronization is required.

3.3.3 Reconnection after Trip

After a disconnection caused by abnormal voltage or frequency conditions the inverter can be reconnected only in the conditions given in Table 3.4.

Observation: The time delay in IEC 61727 is an extra measure to ensure resynchronization before reconnection in order to avoid possible damage.

<table>
<thead>
<tr>
<th>Conditions for reconnection after trip</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE 1547</td>
</tr>
<tr>
<td>88 &lt; V &lt; 110 (%) AND f&lt;sub&gt;n&lt;/sub&gt;−1 &lt; f &lt; f&lt;sub&gt;n&lt;/sub&gt;+1 (Hz) AND Minimum delay of 3 min.</td>
</tr>
</tbody>
</table>
### Table 3.5 DC current injection limitation

<table>
<thead>
<tr>
<th>Standard</th>
<th>Maximum DC Current Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE 1574</td>
<td>$I_{DC} &lt; 0.5%$ of rated RMS current</td>
</tr>
<tr>
<td>IEC 61727</td>
<td>$I_{DC} &lt; 1%$ of rated RMS current</td>
</tr>
<tr>
<td>VDE 0126-1-1</td>
<td>$I_{DC} &lt; 1\text{A}$, Maximum trip time 0.2 sec.</td>
</tr>
</tbody>
</table>

#### 3.4 Power Quality

The quality of the power provided by the photovoltaic system for the local AC loads and for the power delivered to the utility is governed by practices and standards on voltage, flicker, frequency, harmonics and power factor. Deviation from these standards represents out-of-bounds conditions and may require disconnection of the photovoltaic system from the utility.

##### 3.4.1 DC Current Injection

DC current injection in the utility can saturate the distribution transformers, leading to overheating and trips. For the conventional PV systems with galvanic isolation, this problem is minimized, but with the new generation of transformerless PV inverters increased attention is required in this matter. Thus the limits of injected DC current given in Table 3.5 are accepted.

**Observation:** For IEEE 1574 and IEC 61727 the DC component of the current should be measured by using harmonic analysis (fast Fourier transform, or FFT) and there is no maximum trip time condition. During the test the measured DC component should be below the limits for different loading conditions (1/3, 2/3 and 3/3 of the nominal load). For VDE 0126-1-1 this condition requires a special designed current sensor that can detect this threshold and disconnect within the required trip time.

##### 3.4.2 Current Harmonics

The PV system output should have low current-distortion levels to insure that no adverse effects are caused to other equipment connected to the utility system. The levels given in Table 3.6 are accepted.

#### Table 3.6 Maximum current harmonics

<table>
<thead>
<tr>
<th>Harmonic Order</th>
<th>IEEE 1547</th>
<th>IEC 61727</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual harmonics (odd)*</td>
<td>$h &lt; 11$</td>
<td>$11 \leq h &lt; 17$</td>
</tr>
<tr>
<td>(%)</td>
<td>4.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

*Even harmonics are limited to 25% of the odd harmonic limits above.
Table 3.7  Current harmonic limits set by IEC 61000-3-2 (class A)

<table>
<thead>
<tr>
<th>Order $h$</th>
<th>Odd harmonics (Current A)</th>
<th>Even harmonics (Current A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2.30</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1.14</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>0.77</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>0.40</td>
<td>$8 \leq h \leq 40$</td>
</tr>
<tr>
<td>11</td>
<td>0.33</td>
<td>$0.23 \times 8/h$</td>
</tr>
<tr>
<td>13</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>$13 \leq h \leq 39$</td>
<td>$0.15 \times 15/h$</td>
<td></td>
</tr>
</tbody>
</table>

**Observation:** The test voltage for IEEE 1574/IEC 61727 should be produced by an electronic power source with a voltage THD (thermohydrodynamic) $< 2.5\%$ and individual voltage harmonics lower than $50\%$ of the current harmonic limits. The practice is to use an ideal sinusoidal power source so as not to influence the results by the background distortion.

As in Europe IEC 61727 is not yet approved, the practice is that the harmonic limits are set by the IEC 61000-3-2 for class A equipments (see Table 3.7).

**Observation:** The current limits in IEC 61000-3-2 are given in amperes and are in general higher than the ones in IEC 61727. For equipments with a higher current than 16 A but lower than 75 A, another similar standard IEEE 61000-3-12 [10] applies.

### 3.4.3 Average Power Factor

Only in IEC 61727 is it stated that the PV inverter shall have an average lagging power factor greater than 0.9 when the output is greater than 50 %. Most PV inverters designed for utility-interconnected service operate close to the unity power factor.

In IEEE 1574 there is no requirement for the power factor as this is a general standard that should also allow distributed generation of reactive power. No power factor requirements are mentioned in VDE 0126-1-1.

**Observation:** Usually the power factor requirement for PV inverters should now be interpreted as a requirement to operate at a quasi-unity power factor without the possibility of regulating the voltage by exchanging reactive power with the grid. For high-power PV installations connected directly to the distribution level local grid requirements apply as they may participate in the grid control. For low-power installations it is also expected that in the near future the utilities will allow them to exchange reactive power, but new regulations are still expected.

### 3.5 Anti-islanding Requirements

Definitely the most technical challenging requirement is the so-called anti-islanding. Islanding for grid-connected PV systems takes place when the PV inverter does not disconnect for a very short time after the grid is tripped, i.e. it is continuing to operate with local load. In the typical
NOTES
1 – Switch $S_1$ may be replaced with individual switches on each of the RLC load components
2 – Unless the EUT has a unity output p.f., the receiver power component of the EUT is considered to be a part of the islanding load circuit in the figure.

Figure 3.1 Test setup for the anti-islanding requirement in IEEE 1547.1

In order to avoid these serious consequences safety measures called anti-islanding (AI) requirements have been issued and are embodied in standards.

3.5.1 AI Defined by IEEE 1547/UL 1741

In IEEE 1574 the requirement is that after an unintentional islanding where the distributed resources (DR) continue to energize a portion of the power system (island) through the PCC, the DR shall detect the islanding and cease to energize the area within 2 sec. In IEEE 1547.1 the test setup is described as shown in Figure 3.1, where EUT represents the equipment under test, i.e. the PV inverter.

The test conditions require that an adjustable RLC load should be connected in parallel between the PV inverter and the grid. The resonant LC circuit should be adjusted to resonate at the rated grid frequency $f$ and to have a quality factor of $Q_f = 1$, or, in other words, the reactive power generated by $C$ [VAR] should equal the reactive power absorbed by $L$ [VAR] and should equal the power dissipated in $R$ [W] at the nominal power $P$ and rated grid voltage $V$. Thus the values for the local RLC load can be calculated as

\[
\begin{align*}
R &= \frac{V^2}{P} \\
L &= \frac{V^2}{2\pi f PQ_f} \\
C &= \frac{PQ_f}{2\pi f V^2}
\end{align*}
\]
The parameters of the RLC load should be fine-tuned until the grid current through $S_3$ should be lower than 2% of the rated value on a steady-state base. In this balanced condition, $S_3$ should be open and the time before disconnection should be measured and should be lower than 2 sec.

For three-phase PV inverters each phase should be tested with respect to the neutral individually. For three-wire three-phase PV inverters the local RLC load should be connected between phases.

The UL 1741 standard in the US has been harmonized with the anti-islanding requirements stated in IEEE 1547.

Observation: The main difference with respect to the previous IEEE 929-2000 standard is that the requirement for the quality factor of the local RLC load has been reduced from 2.5 to 1.0, thus making compliance easier to achieve technically.

### 3.5.2 AI Defined by IEC 62116

In the draft version of IEC 62116-2006 similar AI requirements as those for IEEE 1547 are proposed. The test can also be utilized by other inverter interconnected DER. In the normative reference IEC 61727-2004 the ratings of the system valid in this standard have a rating of 10 kVA or less; however, the standard is subject to revision. The test circuit is the same as in the IEEE 1547.1 test (Figure 3.1) and a power balance is required before the island detection test. The requirement for passing the test contains more test cases but the conditions for confirming island detection do not have a significant deviation compared to the IEEE 1547.1 test.

The inverter is tested at three levels of output power (A: 100–105 %, B: 50–66 % and C: 25–33 % of inverters output power). Case A is tested under maximum allowable inverter input power and case C at minimum allowable inverter output power if $> 33 \%$. The voltage at the input of the inverter also has specific conditions (see reference [8]). All conditions are to be tested at no deviation in real and reactive load power consumption than for condition A in a step of 5 % both real and reactive power iterated deviation from $-10$ to $10 \%$ from the operating output power of the inverter. Conditions B and C are evaluated by deviating the reactive load in an interval of $\pm 5 \%$ in a step of 1 % of the inverter output power.

The maximum trip time is the same as in IEEE 1547.1 standards 2 sec. In IEC 61727, there is no specific description of the anti-islanding requirements. Instead reference to IEC 62116 is made.

### 3.5.3 AI Defined by VDE 0126-1-1

The VDE 0126-1-1 allows the compliance with one of the following anti-islanding methods:

1. **Impedance measurement.** The test circuit is depicted in Figure 3.2.

   The procedure is based on local balancing of the active and reactive power using the variable RLC circuit and the switch $S$ is opened in order to increase the grid impedance by 1.0 $\Omega$. The inverter should disconnect within the required time, which is 5 sec. The test should be repeated for different values of the simulated grid impedance ($R_2$, $L_2$) in the range of 1 $\Omega$ (maximum of 0.5 $\Omega$ inductive reactance).
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2. **Disconnection detection with RLC resonant load.** The test circuit is the same as the one from IEEE 1547.1, depicted in Figure 3.1, and the test conditions are that the RLC resonant circuit parameters should be calculated for a quality factor of $Q_f > 2$ using (3.1). With balanced power the inverter should disconnect after the disconnection of $S_2$ in a maximum of 5 sec. for the following power levels: 25 %, 50 % and 100 %.

For three-phase PV inverters a passive anti-islanding method is accepted by monitoring all three phases of voltage with respect to the neutral. This method is conditioned by having individual current control in each of the three phases.

Finding a software-based anti-islanding method has been a very challenging task, resulting in a large number of research works and publications. In Chapter 5 the most relevant AI methods are explained.

3.6 **Summary**

In this chapter an overview of the most relevant standards related to the grid connection requirements of PV inverters has been given. Great effort has been made by the international standard bodies in order to ‘harmonize’ the grid requirements for PV inverters worldwide. Recently the IEEE 1574 standard has made a big step in the direction of issuing a standard that includes grid requirements not only for PV inverters but for all distributed resources under 10 MVA. Underwriters Laboratories in the US have revised UL 1471 this year by accepting the grid requirements of IEEE 1574 and also IEC 62116 was revised to harmonize with the requirements of IEEE 1574 in anti-islanding requirements. Even the very specific German standard VDE 0126-1-1 was revised in 2006 where the grid impedance measurement has become optional and an alternative requirement very similar to IEEE 1574 was included. All these positive actions need to be adopted in different countries that still use their own local regulations.

The most relevant conditions from these standards are highlighted in order to envisage the impact on the control strategies. For designing purposes, readers are strongly recommended to access the complete texts of the standards and deal with all the related details.
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Grid Synchronization in Single-Phase Power Converters

4.1 Introduction

Electrical grids are complex and dynamic systems affected by multiple eventualities such as continuous connection and disconnection of loads, disturbances and resonances resulting from the harmonic currents flowing through the lines, faults due to lightning strikes and mistakes in the operation of electrical equipment. Consequently, grid variables cannot be considered as constant magnitudes when a power converter is connected to the grid, but they should be continuously monitored in order to ensure that the grid state is suitable for the correct operation of the power converter. Moreover, when the power managed by this power converter cannot be neglected with respect to the rated power of the grid at the point of connection, the grid variables can be significantly affected by the action of such a power converter. Therefore, power converters cannot be considered as simple grid-connected equipment since they keep an interactive relationship with the grid and can actively participate in supporting the grid frequency and voltage, mainly when high levels of power are considered for the power converter. This implies, however, that the grid stability and safety conditions can be seriously affected in networks with extended usage of power converters, as is the case of distributed energy systems based on renewable energies. For this reason, many international grid codes have been in force during the last few years in order to regulate the behaviour of photovoltaic and wind energy systems in both regular steady-state and abnormal transient conditions, e.g. in the presence of grid faults.

Monitoring of the grid variables is a necessary task to be implemented in the power converter interfacing renewable energy sources to the grid. The grid codes state the voltage and frequency boundaries within which the photovoltaic and wind generators should remain connected to the grid while ensuring stable operation. Hence, the power converter of these renewable energy systems should accurately screen the grid variables at the point of common coupling in order to trip the disconnection procedure when they go beyond the limits set by the grid codes. These grid codes also specify certain dynamic requirements in the connection to the grid of distributed generators; e.g. the instantaneous response of wind turbines in the presence of
transient grid faults is clearly delimited in recent grid codes. Consequently, grid monitoring algorithms to be implemented in grid-connected converters should detect the grid state in a fast and precise way in order to fulfil both precision and time response requirements demanded by the grid codes.

Grid monitoring and grid synchronization are two closely linked concepts. Actually, grid synchronization of a power converter is not nothing but an instantaneous monitoring of the state of the grid to which the power converter is connected. Grid synchronization is an adaptive process by means of which an internal reference signal generated by the control algorithm of a grid-connected power converter is brought into line with a particular grid variable, usually the fundamental component of the grid voltage.

Grid synchronization is a fundamental issue in the connection of power converters to the grid since it allows the grid and the synchronized power converter to work in unison. Information generated by the grid synchronization algorithm is used at different levels of the control system of a grid-connected converter. As explained in Appendix A, information about the phase-angle of the grid voltage is necessary to transform the grid variables from the natural reference frame to the synchronous reference frame, which makes it possible to deal with DC variables in the regulation of AC currents or voltages supplied to the grid by the power converter. Likewise, knowing the magnitude and phase-angle of the grid voltage allows regulation of the active and reactive power delivered to the grid.

The purpose of this chapter is to introduce the basis of the synchronization problem in single-phase systems and to present some of the most relevant structures of synchronization systems used in single-phase networks.

4.2 Grid Synchronization Techniques for Single-Phase Systems

Grid synchronization of single-phase grid-connected converters lies in the accurate detection of the attributes of the grid voltage in order to tune an internal oscillator of the power converter controller to the oscillatory dynamics imposed by the grid. Usually, the main attributes of interest for interfacing renewable energies to the grid by using power converters are the amplitude and the phase-angle of the fundamental frequency component of the grid voltage. However, the detection of other harmonic components can also be interesting for implementing extra functionalities in the grid-connected power converter of distributed generators, such as power conditioning, resonance damping or grid impedance detection. Therefore, grid synchronization techniques bear a certain similarity to the harmonic detection methods used in power systems and can be classified into two main groups, namely the frequency-domain and the time-domain detection methods.

The frequency-domain detection methods are usually based on some discrete implementation of the Fourier analysis. The Fourier series, the discrete Fourier transform (DFT) and the recursive discrete Fourier transform (RDFT) will be briefly presented in the following as possible grid synchronization techniques in single-phase systems. By definition, the frequency analysis assumes that the fundamental frequency of the processed signal is a well-known and constant magnitude. The sample frequency of the signal processor should be an integer multiple of the fundamental grid frequency.

The time-domain detection methods are based on some kind of adaptive loop that enables an internal oscillator to track the component of interest of the input signal. The most extended
synchronization method in engineering applications, the phase-locked loop (PLL), will be presented and discussed in this chapter. The application of a simple PLL structure for synchronizing with the low-frequency voltage of a conventional grid (50/60 Hz) will provide evidence of the need to improve its structure by using some kind of quadrature signal generator (QSG). Finally, the frequency-locked loop (FLL) will be introduced as a very effective synchronization technique to be implemented in a grid-connected power converter, mainly when the grid is affected by transient disturbances due to grid faults.

4.2.1 Grid Synchronization Using the Fourier Analysis

Fourier analysis is a mathematical tool allowing a given function to be transformed from the time domain to the frequency domain and vice versa. This duality in the conception of mathematical functions entails significant operating advantages; e.g. linear differential equations with constant coefficients in the time domain can be solved by using ordinary algebraic equations in the frequency domain and complicated convolution integrals can be transformed into simple multiplications. Moreover, signal processing techniques can be quickly evaluated on computers by using discrete versions of the Fourier transform. These valuable features have turned the Fourier analysis into a fundamental signal processing tool in such fields as acoustics, imaging, communications, control, etc. Since there exist very rigorous books dealing with the different branches of the Fourier analysis in the technical literature [1, 2], this section avoids entering into dense studies and just introduces essential concepts regarding the application of Fourier analysis to grid synchronizing power converters.

4.2.1.1 The Fourier Series

Joseph Fourier (1768–1830) presented in 1807 a new analysis technique for solving the differential equations describing heat flow in a metal plate. It was the first version of what is known today as the Fourier Series [3]. This signal analysis technique allows the frequency components of a periodic signal to be obtained by multiplying it by a set of basic functions (sine/cosine) at different frequencies. When a cosine function is multiplied by a unitary cosine at the same frequency, its amplitude (divided by 2) appears as a DC component in the resultant squared function. A similar result is obtained when squaring a sine function, i.e.

\[ A \cos(n \omega t) \cos(n \omega t) = A \cos^2(n \omega t) = \frac{A}{2} + \frac{A \cos(2n \omega t)}{2} \]

\[ B \sin(n \omega t) \sin(n \omega t) = B \sin^2(n \omega t) = \frac{B}{2} - \frac{B \cos(2n \omega t)}{2} \]  \hspace{1cm} (4.1)

Taking into account the fact that the DC value of the product of two sinusoidal functions with different frequencies is always equal to zero, it is possible to use these unitary sine/cosine basic functions as a sort of probe function for detecting the amplitude and phase-angle of the sinusoidal components of the processed signal at given frequencies. On the other hand, the DC component of the processed signal is conventionally obtained by calculating the mean value...
of the processed signal over a period. According to this reasoning, Fourier stated that a generic periodic signal \( v(t) \) can be expressed by a sum of the following terms:

\[
v(t) = a_0 + \sum_{n=1}^{\infty} \left( a_n \cos(n\omega t) + b_n \sin(n\omega t) \right)
\]

where the different coefficients are calculated by

\[
a_0 = \frac{1}{T} \int_{0}^{T} v(t) \, dt
\]

\[
a_n = \frac{1}{\pi T} \int_{0}^{T} v(t) \cos(n\omega t) \, dt = \frac{1}{\pi} \int_{-\pi}^{\pi} v(\theta) \cos(n\theta) \, d\theta
\]

\[
b_n = \frac{1}{T} \int_{0}^{T} v(t) \sin(n\omega t) \, dt = \frac{1}{\pi} \int_{-\pi}^{\pi} v(\theta) \sin(n\theta) \, d\theta
\]

According to (4.3), the Fourier series principle can easily be used to implement a selective band-pass filter by multiplying the input signal, \( v_{in} \), by the sine/cosine basic functions at the desired frequency. A diagram of this adaptive band-pass filter is shown in Figure 4.1. Assuming the grid frequency as a constant and well-known magnitude, the order of the harmonic to be extracted at the output of this filter, \( v' \), is selected by setting the value of the parameter \( n \). The amplitude and the phase-angle of this frequency component are given by

\[
V'_n = V_n \angle \theta_n \begin{cases} 
V_n = \sqrt{a_n^2 + b_n^2} \\
\theta_n = \arctan \frac{b_n}{a_n}
\end{cases}
\]

In the diagram of Figure 4.1, the mean value of the signals resulting from multiplying \( v_{in} \) by the sine/cosine basic functions is obtained by using a low-pass filter (LPF). The cut-off frequency of this LPF is a function of the lowest frequency component of the input signal. Under regular operating conditions, the lowest frequency component of the grid voltage
matches the fundamental frequency component, \( \omega_1 \), usually 50/60 Hz. This fundamental frequency component is actually the variable of interest in most of the applications of the synchronizing power converters to the grid. Therefore, the frequency of the sine/cosine basic functions will be set at \( \omega_1 \) as well, i.e. \( n = 1 \). Consequently, the lowest frequency component at the input of the LPF will be at \( 2 \omega_1 \), usually 100/120 Hz. It implies that the cut-off frequency of the LPF should be at least one decade lower than \( 2 \omega_1 \), around 10/12 Hz – which implies a very slow dynamic response of the system. This cut-off frequency should be even lower if either subharmonics or DC components are present in the input signal.

Using Euler’s equation, developed in the early 1800s, the sine/cosine basic functions can be written as

\[
\cos(n \omega t) = \frac{e^{jn \omega t} + e^{-jn \omega t}}{2} \tag{4.5}
\]

\[
\sin(n \omega t) = \frac{e^{jn \omega t} - e^{-jn \omega t}}{2j}
\]

Therefore, the Fourier series’ coefficients of (4.3) can be also calculated by

\[
a_n = \frac{1}{T} \int_0^T v(t) \left( e^{jn \omega t} + e^{-jn \omega t} \right) dt \tag{4.6}
\]

\[
b_n = -\frac{j}{T} \int_0^T v(t) \left( e^{jn \omega t} - e^{-jn \omega t} \right) dt
\]

Defining the complex coefficient \( c_n \) from (4.6) as

\[
c_n = \frac{1}{2} (a_n - j b_n) = \frac{1}{T} \int_0^T v(t) e^{-jn \omega t} dt \tag{4.7}
\]

and developing (4.2), the Fourier series of \( v(t) \) can be rewritten as

\[
v(t) = a_0 + \sum_{n=1}^{\infty} c_n e^{jn \omega t} + \sum_{n=1}^{\infty} c_n^* e^{-jn \omega t} \tag{4.8}
\]

where \( c_n^* \) is the conjugate complex of \( c_n \). Taking into account that \( a_0 = c_0 \) and \( c_n^* |_{n<0} = c_n |_{n<0} \), the previous expression can become very simple by changing the range of the summations as follows:

\[
v(t) = a_0 + \sum_{n=1}^{\infty} c_n e^{jn \omega t} + \sum_{n=1}^{\infty} c_n e^{-jn \omega t} = \sum_{n=0}^{\infty} c_n e^{jn \omega t} + \sum_{n=-1}^{-\infty} c_n e^{jn \omega t} \tag{4.9}
\]

This is the compact complex form of the Fourier series, in which positive and negative frequencies are considered.
4.2.1.2 The Discrete Fourier Transform

The expression of (4.9) is very useful for introducing the concept of the Fourier transform in an intuitive way. To do that, we will consider that the pulse function described by the expressions of (4.10) constitutes the repetition pattern of a train of pulses to be processed using (4.9).

\[
\begin{align*}
\tau &
\end{align*}
\]

Complex coefficients of this Fourier series are calculated by solving the integral of (4.7). If we consider that the period \(T\) is made gradually longer while the pulse duration \(\tau\) is kept constant, the complex coefficients calculated by (4.7) become smaller each time, since \(T\) appears to be dividing in (4.7) and the value of the integral remains constant. Actually, as \(T\) approaches infinity, the signal \(v(t)\) becomes aperiodic and all the coefficients calculated by (4.7) are equal to zero.

To allow the time/frequency duality to be applied to the analysis of aperiodic signals, with \(T = \infty\), the period \(T\) is removed from the denominator of (4.7) and the result is rewritten as follows:

\[
V(\omega) = \mathcal{F}[v(t)] = \int_{-\infty}^{\infty} v(t)e^{-j\omega t} dt
\]  

(4.11)

The last expression is known as the Fourier transform and, as long as the integral exists, it allows continuous functions to be obtained in the frequency domain representing continuous periodic and aperiodic functions in the time domain. As an example, Figure 4.2 represents the Fourier transform of the rectangular function described by (4.10).

The Fourier transform of (4.11) has been proved extremely useful when analysing electrical signals and circuits. When the Fourier transform is programmed in a digital signal processor, the integral of (4.11) is implemented by summation of a finite number of samples equally spaced in time. In such cases, the discrete input signal is defined as

\[
v[k] = v(t)\delta(t - kT_s) \quad \text{with} \quad k = 0, 1, \ldots, N - 1
\]  

(4.12)

where \(\delta(x)\) is Dirac’s delta function used for sampling, \(T_s\) is the sampling period and \(N\) is the number of samples to be processed. In this discrete signal, the product \(NT_s\) sets the duration of the repetition pattern of the input signal and usually matches with \(T\), the period of the
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It is worth remembering that (4.13) is not a decomposition but a transformation, in which \( N \) equally spaced samples in the time domain are transformed into \( N \) complex values in the frequency domain representing the finite input signal. The inverse discrete Fourier transformation (IDFT) is defined as

\[
v[k] = \frac{1}{N} \sum_{n=0}^{N-1} V[n] e^{j2\pi \frac{n}{N}} \tag{4.14}
\]

Computation of \( N \) samples using the DFT algorithm requires \( N^2 \) complex multiplications and \( N^2 - N \) complex additions. For this reason the DFT did not come into widespread use until the development of microprocessors.

The DFT has been conventionally used to identify the harmonic content of voltages and currents in the power system, mainly with the purpose of calculating power quality indexes or controlling conditioning systems [4]. However, the DFT technique can also be applied to extract the fundamental frequency component of the grid voltage with the aim of synchronizing power converters to such a grid [5]. Applications of this method to converter synchronization [6] and utility power measurement [7] have been reported in the literature. In this technique, a phase error occurs when the sampling of the DFT works asynchronously to the fundamental grid frequency. Strategies based on polynomial regression analysis [7] and the use of time-varying Fourier coefficients [6] have been proposed as suitable strategies to compensate for this phase error.

Based on the inherent symmetry of the complex calculations of the DFT, a new algorithm called the fast Fourier transform (FFT) was presented in 1965 [8]. In the FFT, a mathematical simplification called decimation allows a huge reduction in the computational burden of...
this algorithm. Computation of \( N \) samples with the FFT algorithm requires \( (N/2) \log_2 N \) complex multiplications and \( N \log_2 N \) complex additions. Although extremely important in itself, the understanding of the mechanism of the FFT algorithm is not an objective of this book. Moreover, there are many references describing the famous FFT ‘butterflies’ in the literature [1, 2]. Therefore, the implementation details of the FFT algorithm will be skipped over. The FFT algorithm is not suitable for extracting a single-frequency component from the input signal. For this reason it is mainly applied in grid monitoring tasks but not in grid synchronization of power converters.

### 4.2.1.3 The Recursive Discrete Fourier Transform

The computational burden of the DFT algorithm presented in (4.13) is relatively heavy, so it cannot be calculated by the digital controller of a power converter every sampling period – even when only a single frequency component of the grid voltage is computed. For this reason, a recursive formulation of the DFT algorithm is conventionally used [9, 10]. In this recursive algorithm, the \( n \)th frequency component of the input signal at the \( k_S \) instant is calculated from the value of input signal at the \( k_S \) instant and the value of the \( n \)th frequency component at the \( k_S - 1 \) instant. To explain how it works, the DFT algorithm is computed at the \( k_S - 1 \) and \( k_S \) instants in order to extract the \( n \)th harmonic of the input signal:

\[
\begin{align*}
V[n]_{\mid k_S - 1} & = \sum_{k = k_S - N}^{k_S - 1} v[k]e^{-j2\pi \frac{k}{N}} \\
V[n]_{\mid k_S} & = \sum_{k = k_S - N + 1}^{k_S} v[k]e^{-j2\pi \frac{k}{N}}
\end{align*}
\]

Subtracting (4.15) from (4.16) gives

\[
V[n]_{\mid k_S} = V[n]_{\mid k_S - 1} + v[k_S]e^{-j2\pi \frac{k_S}{N}} - v[k_S - N]e^{-j2\pi \frac{k_S - N}{N}}
\]

Since \( e^{-j2\pi \frac{k_S - N}{N}} = e^{-j2\pi \frac{k}{N}} \), the recursive discrete Fourier transform (RDFT) algorithm can be formulated as

\[
V[n]_{\mid k_S} = V[n]_{\mid k_S - 1} + (v[k_S] - v[k_S - N])e^{-j2\pi \frac{k}{N}}
\]

It is necessary to remember that all the discrete Fourier transforms presented in this section stem from the complex form of the Fourier series formulated by (4.9), which includes positive and negative frequencies. Taking into account that the complex values resulting from the Fourier transform are symmetric with respect to the zero frequency with half the amplitude of the corresponding \( n \)th harmonic, such \( n \)th harmonic can be reconstructed in the time domain by

\[
v[k] = \frac{2}{N} V[n]e^{j2\pi \frac{k}{N}}
\]
Therefore, the RDFT can be applied to implement a discrete adaptive band-pass filter to extract the nth frequency component of the input signal, as shown in Figure 4.3. The amplitude and phase-angle of such a frequency component can be calculated by (4.4). As in all the discrete Fourier analyses, the RDFT gives rise to errors in amplitude and phase-angle estimation when the product \( NT_s \) does not match the fundamental frequency of the input signal. An analysis of the phase error occurring in asynchronous conditions allows this drawback to be solved by implementing an extra control loop, which either adjusts the sampling window to match the grid frequency or adds a phase offset to cancel the phase error produced by the RDFT [11].

### 4.2.2 Grid Synchronization Using a Phase-Locked Loop

A phase-locked loop (PLL) is a closed-loop system in which an internal oscillator is controlled to keep the time of some external periodical signal by using the feedback loop. We are very used to employing this kind of system in our daily lives. Every time we listen to the radio, we tune an internal oscillator to the frequency of a carrier signal on which our favourite radio station is emitting its programmes. In fact, we are used to bringing a local oscillator with us – our own wristwatch. We usually schedule our daily activities according to the signals provided by some clock. When we travel to another country we experiment with a sort of ‘phase jump’. One the first things we habitually do on arriving at the new place is to adjust our wristwatch to the new local time so that we can properly follow the daily rhythm of that society.

The PLL techniques are broadly used in fields like communications, computers and modern electronics. They can generate stable frequencies synchronized with external periodical events, recover relevant signals from distorted sources or distribute clock-timing pulses in complex control systems.

A grid-connected power converter perfectly matches the PLL’s philosophy since it should work in harmony with the grid. It should phase-lock its internal oscillator to some particular grid power signal in order to generate an amplitude and phase-coherent internal signal that is used by different blocks of the control system. The first grid-connected power converters were based on silicon-controlled rectifiers. These power converters offered a low degree of control and were synchronized to the grid by detecting the zero-crossing of the grid voltage.
The zero-crossing detection method uses comparators for detecting changes in the polarity of the grid voltage. This detection technique presents some drawbacks, such as inaccuracy and detection of multiple zero-crossings in the case of distorted grid voltage. Such drawbacks are even more important in the case of weak grids – grids with a high grid impedance – since their grid voltage is prone to be notably distorted by the harmonics, switching notches and noise. For this reason, modified methods based on comparator circuits with dynamic hysteresis [12], curve-fitting [6] or predictive digital filtering algorithms [11] have been proposed in the literature for cancelling delays in zero-crossing detection and attenuate the adverse effects resulting from the noise and switching notches of the grid voltage. Some of these techniques are relatively complex and their performance is not completely satisfactory when the grid voltage is affected by low-frequency harmonics or remarkable frequency variations.

Currently, grid-connected power converters are based on modern power semiconductor devices operating in switched mode – even at the level of mega-converters, which allow a high degree of control. Advanced synchronous control systems, relying on fast and precise PLLs, are applied to these converters. If a synchronous controller rotating at the fundamental grid frequency is observed from a stationary reference, a relative difference is not expected to exist between the frequency of both the internal variables of the controller and the fundamental grid variables – the effect of harmonics is neglected here. Therefore, the AC grid variables look like DC variables for a properly tuned synchronous controller. As a result, well-known DC controllers can be used to regulate AC magnitudes oscillating at the fundamental grid frequency, which makes the tuning process easier. Moreover, delays introduced by elements acting as the modulator of the power converter and sensors can be compensated by just advancing the phase-angle detected by the PLL. In addition, the PLL provides continuous information about the phase-angle and amplitude of the magnitude of interest, generally the fundamental grid voltage, which allows space vector based controllers and modulators to be implemented, even when working with single-phase signals.

### 4.2.2.1 Basic Structure of a Phase-Locked Loop

The basic structure of a phase-locked loop (PLL) is shown in Figure 4.4. It consists of three fundamental blocks:

- **The phase detector (PD).** This block generates an output signal proportional to the phase difference between the input signal, \( v \), and the signal generated by the internal oscillator of the PLL.
the PLL, \( v' \). Depending on the type of PD, high-frequency AC components appear together with the DC phase-angle difference signal.

- The **loop filter (LF)**. This block presents a low-pass filtering characteristic to attenuate the high-frequency AC components from the PD output. Typically, this block is constituted by a first-order low-pass filter or a PI controller.

- The **voltage-controlled oscillator (VCO)**. This block generates at its output an AC signal whose frequency is shifted with respect to a given central frequency, \( \omega_c \), as a function of the input voltage provided by the LF.

Different techniques can be used to implement each of the blocks constituting a PLL. A detailed review of these blocks is outside the scope of this book, as it is necessary to consult specialized literature to deepen knowledge of this issue [13]. Basic equations describing the behaviour of an elementary PLL will be developed in the following.

### 4.2.2.2 Basic Equations of the PLL

The block diagram of an elementary PLL is shown in Figure 4.5. In this case, the PD is implemented by means of a simple multiplier, the LF is based on a PI controller and the VCO consists of a sinusoidal function supplied by a linear integrator.

If the input signal applied to this system is given by

\[
v = V \sin(\theta) = V \sin(\omega t + \phi)
\]  

and the signal generated by the VCO is given by

\[
v' = \cos(\theta') = \cos(\omega' t + \phi')
\]  

the phase error signal from the multiplier PD output can be written as

\[
\varepsilon_{pd} = V k_{pd} \sin(\omega t + \phi) \cos(\omega' t + \phi')
\]

\[
= \frac{V k_{pd}}{2} \left[ \sin((\omega - \omega')t + (\phi - \phi')) + \sin((\omega + \omega')t + (\phi + \phi')) \right] \tag{4.22}
\]
Since the high-frequency components of the PD error signal will be cancelled out by the LF, only the low-frequency term will be considered from now on. Therefore, the PD error signal to be considered in this analysis is

\[ \bar{\varepsilon}_{pd} = \frac{Vk_{pd}}{2} \sin((\omega - \omega')t + (\phi - \phi')) \quad (4.23) \]

If it is assumed that the VCO is well tuned to the input frequency, i.e. with \( \omega \approx \omega' \), the DC term of the phase error signal is given by

\[ \bar{\varepsilon}_{pd} = \frac{Vk_{pd}}{2} \sin(\phi - \phi') \quad (4.24) \]

It can be observed in (4.24) that the multiplier PD produces nonlinear phase detection because of the sinusoidal function. However, when the phase error is very small, i.e. when \( \phi \approx \phi' \), the output of the multiplier PD can be linearized in the vicinity of such an operating point since \( \sin(\phi - \phi') \approx \sin(\theta - \theta') \approx (\theta - \theta') \). Therefore, once the PLL is locked, the relevant term of the phase error signal is given by

\[ \bar{\varepsilon}_{pd} = \frac{Vk_{pd}}{2} (\theta - \theta') \quad (4.25) \]

This equation can be used to implement a small signal linearized model of the multiplier PD. In the locked state, this model represents a zero-order block whose gain depends on the input signal amplitude.

On its part, the averaged frequency of the VCO is determined by

\[ \bar{\omega}' = (\omega_c + \Delta \bar{\omega}') = (\omega_c + k_{vco} \bar{v}_f) \quad (4.26) \]

where \( \omega_c \) is the centre frequency of the VCO and is supplied to the PLL as a feed-forward parameter dependent on the range of frequency to be detected. Therefore, small signal variations in the VCO frequency are given by

\[ \bar{\omega}' = k_{vco} \bar{v}_f \quad (4.27) \]

and variations in the phase-angle detected by the PLL can be written as

\[ \bar{\theta}'(t) = \int \bar{\omega}' dt = \int k_{vco} \bar{v}_f dt \quad (4.28) \]

### 4.2.2.3 Linearized Small Signal Model of a PLL

Previous equations in the time domain can be effortlessly translated to the complex frequency domain by using the Laplace transform. If it is considered that \( k_{pd} = k_{vco} = 1 \), the following
expressions are obtained for the signals of interest in the PLL:

- **Phase detector:** 
  \[ E_{pd}(s) = \frac{V}{2} (\Theta(s) - \Theta'(s)) \]  
  (4.29)

- **Loop filter:** 
  \[ V_f(s) = k_p \left(1 + \frac{1}{T_i s}\right) \varepsilon_{pd}(s) \]  
  (4.30)

- **Controlled oscillator:** 
  \[ \Theta'(s) = \frac{1}{s} V_f(s) \]  
  (4.31)

Therefore, the block diagram of Figure 4.6 can be drawn depicting the small signal model of the PLL. A straightforward analysis of this closed-loop system (with \( k_{pd} = k_{vco} = 1 \) and \( V = 1 \)) gives the following characteristic transfer functions:

**Open-loop phase transfer function:**

\[ F_{OL}(s) = PD(s) \cdot LF(s) \cdot VCO(s) = k_{in} \frac{k_p \left(1 + \frac{1}{T_i s}\right)}{s} = k_p s + \frac{k_p T_i}{s^2} \]  
(4.32)

**Closed-loop phase transfer function:**

\[ H_{\theta}(s) = \frac{\Theta'(s)}{\Theta(s)} = \frac{LF(s)}{s + LF(s)} = \frac{k_p s + \frac{k_p}{T_i}}{s^2 + k_p s + \frac{k_p}{T_i}} \]  
(4.33)

**Closed-loop error transfer function:**

\[ E_{\theta}(s) = \frac{E_{pd}(s)}{\Theta(s)} = 1 - H_{\theta}(s) = \frac{s}{s + LP(s)} = \frac{s^2}{s^2 + k_p s + \frac{k_p}{T_i}} \]  
(4.34)

Previous transfer functions allow some preliminary conclusions to be made about the performance of the PLL of Figure 4.5. The open-loop transfer function of (4.32) shows that this PLL is a type 2 system, with two poles at the origin, which means that it is able to track even a constant slope ramp in the input phase-angle without any steady-state error. On its part, the transfer function of (4.33) reveals that the PLL presents a low-pass filtering characteristic in the detection of the input phase-angle, which is a very interesting feature for attenuating the detection error caused by possible noise and high-order harmonics in...
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the input signal. These second-order transfer functions can be written in a normalized way as follows:

\[ H_\theta(s) = \frac{2\xi \omega_n s + \omega_n^2}{s^2 + 2\xi \omega_n s + \omega_n^2} \] (4.35)

\[ E_\theta(s) = \frac{s^2}{s^2 + 2\xi \omega_n s + \omega_n^2} \] (4.36)

where

\[ \omega_n = \sqrt{\frac{K_p}{T_i}} \quad \text{and} \quad \xi = \frac{\sqrt{K_p T_i}}{2} \]

The dynamic response of a second-order system is studied in many books on control systems. The following approximated expression is proposed in reference [14] for estimating the settling time, \( t_s \), measured from the start time to the time in which the system stays within 1% of the steady-state response of a particular second-order system responding to a step input:

\[ t_s = 4.6 \tau \quad \text{with} \quad \tau = \frac{1}{\xi \omega_n} \] (4.37)

This formula can also be used to obtain a rough estimate of the settling time of a system defined by (4.35), and hence the tuning parameters of the PI controller of the PLL of Figure 4.5 can be set as a function of the settling time as follows:

\[ K_p = 2\xi \omega_n = \frac{9.2}{t_s}, \quad T_i = \frac{2\xi}{\omega_n} = \frac{t_s \xi^2}{2.3} \] (4.38)

It is worth remarking that the expressions in (4.38) are obtained under the assumption of the unitary input signal, i.e. \( V = 1 \). Otherwise, these expressions for setting the tuning parameters of the PI controller should be divided by the amplitude of the input signal, \( V \).

Moreover, as commented in reference [14], the expressions resulting from (4.37) should be taken as guides and not precise formulas. They provide a rough estimate of the time response of the system, but it should finally be checked, usually by simulation, in order to verify that the time specifications have been properly met.

4.2.2.4 PLL Response

Figure 4.7 shows some representative plots describing the performance of the PLL of Figure 4.5 when synchronizing with a 100V \(_{\text{peak}}\) single-phase grid affected by both a phase-angle jump (+45°) and a frequency jump (from 50 to 45 Hz) at \( t = 100 \text{ ms} \). In this case, the settle time was set to \( t_s = 100 \text{ ms} \) with \( \xi = 1/\sqrt{2} \).

Figure 4.7(a) shows the grid voltage, Figure 4.7(b) the actual grid frequency in bold trace and the frequency estimated by the PLL in thin trace, Figure 4.7(c) the estimated phase-angle and Figure 4.7(d) the error made in the phase-angle estimation, \( \theta - \theta' \). It can be observed in these plots that an oscillatory steady-state error is made in the estimation of the frequency and phase-angle of the input voltage. This error is a consequence of the high-frequency term.
Figure 4.7  Step response of an elementary PLL

existing at the output of the multiplier PD – see (4.22). The amplitude of this oscillatory error can be attenuated by setting a longer settling time for the PLL, which is equivalent to decreasing the bandwidth of the system. In a general case, this bandwidth is given by

$$\omega_{-3\,\text{dB}} = \omega_n \left[ 1 + 2\xi^2 + \sqrt{(1 + 2\xi^2)^2 + 1} \right]^{1/2}$$  (4.39)

Plots of Figure 4.7 confirm that the PLL reaches a steady-state response, within a given error margin, after a settling time close to 100 ms. To reduce the magnitude of the settling error it is only necessary to increase the number of constant times in (4.37).
4.2.2.5 Key Parameters of a PLL

Specialized texts propose several key parameters for describing the performance of a PLL. According to reference [13], the main key parameters can be summarized as:

- **The hold range** \( \Delta \omega_H \) is the frequency range at which a PLL is able to keep statically phase-locked. This is calculated as
  \[
  \Delta \omega_H = K_{pd} K_{vco} LF(0)
  \]
  where \( LF(0) \) is the DC gain of the loop filter. For a PI controller, \( LF(0) = \infty \) and the hold range is only limited by the frequency range of the VCO.

- **The pull-in range** \( \Delta \omega_P \) is the frequency range at which a PLL will always become locked, but the process can become rather slow. This range tends to infinite for the PI loop filter. The time that the PLL needs to be locked when a pull-in process occurs after a variation of the input frequency, \( \Delta \omega_n \), can be calculated as
  \[
  T_P \approx \frac{\pi^2}{16} \frac{\Delta \omega_n^2}{\xi \omega_n^3}
  \]

- **The lock range** \( \Delta \omega_L \) is the frequency range within which a PLL locks within one single-beat note between the reference frequency and the output frequency. The lock range for the PI loop filter can be approximated to
  \[
  \Delta \omega_L \approx 2 \xi \omega_n \approx 2 \xi \sqrt{\frac{k_p}{T_i}}
  \]
  and the lock-in time can be calculated by
  \[
  T_L \approx \frac{2\pi}{\omega_n}
  \]

- **The pull-out range** \( \Delta \omega_{PO} \) is the dynamic limit for stable operation of a PLL. If tracking is lost within this range, a PLL will become phase-locked again after a time longer than the lock-time but shorter than the pull-in time. This range can be calculated as
  \[
  \Delta \omega_{PO} \approx 1.8 \omega_n (\xi + 1)
  \]

4.3 Phase Detection Based on In-Quadrature Signals

As shown in the previous section, the bandwidth of the single-phase PLL of Figure 4.5 should be very low when applied to the detection of power signal parameters in a grid-connected application in order to smooth enough oscillations in the detected frequency and phase-angle. Moreover, the PLL of Figure 4.5 presents an additional drawback relating to the calculation of its key parameters when used for grid-connected applications. Figure 4.8 shows the estimated...
frequency and phase-angle during the pull-in process that occurs when the 50 Hz grid voltage is suddenly applied to the input of the PLL of Figure 4.5 with no centre frequency supplied to the VCO, i.e. with $\omega_0 = 0$. The tuning parameters of the PLL were adjusted to maintain a settle time of $t_s = 100$ ms with $\xi = 1/\sqrt{2}$.

According to (4.41), the pull-in time of this PLL should be 312.7 ms. However, this time is around 2s in the plots shown in Figure 4.8. This difference between the calculated pull-in time and the one observed in simulation also affects the rest of the key parameters of the PLL. Faced with these results, one might question the reliability of formulas presented in the previous section for calculating the key parameters of the PLL. It is worth saying that those formulas are correct. However, they were obtained in a simplified way after making some assumptions. One of these assumptions was that the frequency of the signal to be phase-locked is much higher than the bandwidth of the PLL. Under this assumption, the high-frequency term of the phase error signal provided by the multiplier PD can be neglected when the dominant dynamic response of the PLL is studied. In a grid-connected application, however, the grid frequency is very close to the cut-off frequency of the PLL. When the PLL is locked, the high-frequency oscillations in the phase-angle error signal are only twice the input frequency. For example, in the simulation of Figure 4.8, the PLL bandwidth resulting from the $\omega_{-3 \text{dB}}$ cut-off frequency of (4.33) was $\omega_{-3 \text{dB}} = 21.3$ Hz, while the oscillations to be cancelled out by the LF were at 100 Hz – twice the grid frequency, which was 50 Hz. With these very close frequencies, the assumption about a complete cancellation of the high-frequency term of (4.22) by the LF can no longer be accepted as a valid hypothesis. Therefore, a new PD, different to the simple multiplier PD of Figure 4.5, should be used when designing a PLL for grid-connected applications in order to cancel out oscillations at twice the grid frequency in the phase-angle error signal.

Figure 4.9 shows a PD based on a set of in-quadrature signals. The quadrature signal generator (QSG) of this figure is supposed to be ideal, being able to extract a clean set of in-quadrature signals without introducing any delay at any frequency from a given distorted input signal.

![Figure 4.8 Pulling process of a PLL](image-url)
The phase-angle error signal resulting from this ideal in-quadrature PD is given by

\[ \varepsilon_{pd} = V \sin(\omega t + \phi) \cos(\omega' t + \phi') - V \cos(\omega t + \phi) \sin(\omega' t + \phi') \]

\[ = V \sin((\omega - \omega') t + (\phi - \phi')) = V \sin(\theta - \theta') \]  (4.45)

According to this equation, when the PLL is well synchronized, i.e. with \( \omega = \omega' \), the in-quadrature PD does not generate any steady-state oscillatory term, which allows the PLL bandwidth to increase and overcomes aforementioned discrepancies regarding calculation of the PLL key parameters.

As an example, the PLL with the in-quadrature PD of Figure 4.9 is used to synchronize to a 100\( V_{\text{peak}} / 50 \, \text{Hz} \) single-phase grid. This PLL was tuned to have a settle time of \( t_S = 100 \, \text{ms} \) and \( \xi = 1/\sqrt{2} \). The frequency estimated by such a PLL during the pull-in process with \( \omega_c = 0 \) is shown in Figure 4.10(a), where it can be observed that the pull-in time matches so well the 312.7 ms obtained from (4.41). In this example, the lock range and the lock time can be calculated from (4.42) and (4.43) respectively, being \( \Delta \omega_L \approx \pm 92 \, \text{rad/s} \) and \( T_L \approx 96 \, \text{ms} \). Figure 4.10(b) shows the transient response of the frequency detected by the PLL of Figure 4.9 when the input frequency experiences a negative jump of 62.8 rad/s, which is within the frequency lock range. As can be observed in this figure, the settle time of the detected frequency signal matches with the lock time previously calculated. Therefore, it can be concluded that the in-quadrature PD makes possible to design a grid synchronization PLL according to the general design rules applied to PLLs used in other fields.

A review of the trigonometric expression of (4.45) reveals that this is a part of the Park transformation, which is defined by the equation A.19 in Appendix A. Therefore, the diagram of Figure 4.9 can be redrawn as shown in Figure 4.11, where the \( \alpha \beta \) to \( dq \) transformation block responds to the following transformation matrix:

\[
\begin{bmatrix}
    v_d \\
    v_q
\end{bmatrix} =
\begin{bmatrix}
    \cos(\theta') & \sin(\theta') \\
    -\sin(\theta') & \cos(\theta')
\end{bmatrix}
\begin{bmatrix}
    v_\alpha \\
    v_\beta
\end{bmatrix}
\]  (4.46)
In Figure 4.11 the voltage-controlled oscillator (VCO) has been removed and a new block called the frequency/phase-angle generator (FPG) has been added to provide the phase-angle for the sinusoidal functions of the Park transformation, which can be considered a sort of synchronous phase detector (PD).

If the input voltage of the PLL is given by

\[ v = V \sin(\theta) = V \sin(\omega t + \phi) \] (4.47)

the output signals from the quadrature signal generator (QSG) can be expressed by the following voltage vector:

\[ v_{(\alpha\beta)} = \begin{bmatrix} v_{\alpha} \\ v_{\beta} \end{bmatrix} = V \begin{bmatrix} \sin(\theta) \\ -\cos(\theta) \end{bmatrix} \] (4.48)
Therefore, by substituting (4.48) into (4.46), the output of the PD of Figure 4.11 is given by the voltage vector of the following equation, which will be free of oscillations if the PLL is well tuned to the input frequency, i.e. when \( \omega \approx \omega' \):

\[
\mathbf{v}_{(dq)} = \begin{bmatrix} v_d \\ v_q \end{bmatrix} = V \begin{bmatrix} \sin(\theta - \theta') \\ -\cos(\theta - \theta') \end{bmatrix}
\]  \( (4.49) \)

The use of a QSG in the PLL of Figure 4.11 allows a vector approach to be adopted when dealing with a single-phase system. In Figure 4.12, the QSG output signals of (4.48) are represented on an orthogonal and stationary reference frame defined by the \( \alpha\beta \) axes, which gives rise to the virtual input vector \( \mathbf{v} \). Likewise, the output signals of the Park transformation are represented by the projections of the voltage vector \( \mathbf{v} \) on an orthogonal and rotating reference frame defined by the \( dq \) axes. If the input voltage is defined by \( v_\alpha = V \sin(\theta) \), it can be understood as the projection of the input voltage on the stationary \( \alpha \) axis. On the other hand, the angular position of the \( dq \) rotating reference frame, \( \theta' \), is given by the PLL. When the PLL is well tuned to the input frequency (\( \omega \approx \omega' \)), the virtual input vector and the \( dq \) reference frame have the same angular speed.

When the PLL is perfectly locked, one of the axes of the \( dq \) reference frame will overlap the virtual input vector \( \mathbf{v} \). According to Figure 4.11, the PI regulator of the LF will set the angular position of the \( dq \) reference frame to make \( v_d = 0 \) in the steady state, which means that the input vector \( \mathbf{v} \) will rotate orthogonally to the \( d \) axis of the rotating reference frame.

In the case where the PI regulator is connected to the \( v_q \) output of the PD, as shown in Figure 4.13, the virtual input vector \( \mathbf{v} \) will rotate, overlapping the \( d \) axis of the \( dq \) reference frame in the steady state. In such a case, the \( v_q \) signal will provide the amplitude of the input voltage vector and the phase-angle detected by the PLL will be in-phase with the virtual input vector \( \mathbf{v} \), which means that the detected phase-angle will be 90° lagged with respect to the one of the sinusoidal input voltage, i.e. \( \theta' = \theta - \pi/2 \).

It is worth highlighting at this point that, thanks to the QSG, the vector interpretation of a single-phase system gives way to thinking about virtual current vectors, which, interacting with a virtual grid voltage vector, will allow regulation of the active and reactive power delivered into a single-phase grid by a power converter. In further explanations in this book,

![Figure 4.12 Vector representation of the QSG output signals](image-url)
it will be assumed that the LF is connected to the $v_q$ output of the PD and, hence, any current vector lying on the $d$ axis of a grid-synchronized $dq$ rotating reference frame will deliver active power into the grid, whereas any current vector on the $q$ axis will deliver reactive power.

### 4.4 Some PLLs Based on In-Quadrature Signal Generation

Taking into consideration the importance of the QSG in the design of PLLs applied to synchronize with single-phase grids, some relevant techniques to achieve a set of in-quadrature signals, images of the measured single-phase grid voltage, will be presented in the following.

#### 4.4.1 PLL Based on a $T/4$ Transport Delay

The $T/4$ transport delay technique, with $T$ the fundamental grid frequency period, is probably the easiest way to implement a QSG – see Figure 4.14. The transport delay block can be effortlessly programmed through the use of a first-in-first-out (FIFO) buffer, whose size is set to one-fourth of the number of samples contained in one cycle of the fundamental frequency.
The QSG based on the \( T/4 \) transport delay buffer works well if the input voltage is a purely sinusoidal waveform at the rated grid frequency. If the grid voltage frequency changes in respect to its rated value, the output signals of the QSG will not be perfectly orthogonal, which will give rise to errors in the PLL synchronization.

This QSG technique does not provides any filtering capability, so if the single-phase input voltage is polluted by harmonic components, they will act as a perturbation for the PLL. Moreover, the orthogonal signals generated by the QSG based on a \( T/4 \) transport delay block will not be really in-quadrature, since each of the frequency components of the input signal had to be delayed by one-fourth of its fundamental period.

### 4.4.2 PLL Based on the Hilbert Transform

The Hilbert transform, also called a ‘quadrature filter’, is a fascinating mathematical tool that presents two main features:

1. It shifts \( \pm 90^\circ \) the phase-angle of the spectral components of the input signal depending on the sign of their frequency. It is necessary to remember that positive and negative frequencies are considered in the Fourier analysis.
2. It only affects the phase of the signal and has no effect on its amplitude at all.

Therefore, as presented in reference [15], a PLL based on the Hilbert transform can be straightforwardly implemented, as shown in Figure 4.15.

The time domain expression of the Hilbert transform of a given input signal \( v \) is defined as

\[
H(v) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{v(\tau)}{t-\tau} \, d\tau = \frac{1}{\pi t} * v
\]  

(4.50)

which describes the convolution product of the function \( h(t) = 1/\pi t \) with the signal \( v(t) \).

![Figure 4.15 PLL based on the Hilbert transform](image-url)
In the frequency domain, the Hilbert transform can be defined as

\[
\mathcal{F}(H(v)) = \mathcal{F}\left(\frac{1}{\pi t}\right)\mathcal{F}(v) = [-j \text{sign}(\omega)]\mathcal{F}(v)
\]  
(4.51)

where \(\mathcal{F}\) denotes the Fourier transform and \(\text{sign}(\omega)\) gives the sign of the \(v\) frequency. Therefore, in the frequency domain, the Hilbert transform can be understood as a multiplier operator

\[
\sigma_H(\omega) = -j \text{sign}(\omega)
\]

which can take the following values:

\[
\sigma_H(\omega) = \begin{cases} 
-j & \text{for } \omega > 0 \\
0 & \text{for } \omega = 0 \\
+j & \text{for } \omega < 0
\end{cases}
\]  
(4.52)

Thus, the Hilbert transform has the effect of shifting the phase-angle of positive frequency components by \(-90^\circ\). This can easily be proved by calculating the Hilbert transform of the Euler’s formula, i.e.

\[
H(e^{j\omega t}) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{e^{j\omega t}}{t-\tau} d\tau = -j e^{j\omega t} \left|_{\omega>0}\right.
\]  
(4.53)

Hence, the Hilbert transform of a sinus input will be given by

\[
H(\sin(\omega t)) = H\left(\frac{e^{j\omega t} - e^{-j\omega t}}{2j}\right) = -j \frac{e^{j\omega t} + e^{-j\omega t}}{2} = -\cos(\omega t)
\]  
(4.54)

and the subsequent application of the Hilbert transform will generate a cyclical series of in-quadrature sinusoidal functions as follows:

\[
\sin(\omega t) \xrightarrow{H} -\cos(\omega t) \xrightarrow{H} -\sin(\omega t) \xrightarrow{H} \cos(\omega t) \xrightarrow{H} \sin(\omega t)
\]  
(4.55)

The Hilbert transform of (4.50) involves convolution of \(v\) with \(h(t) = 1/\pi t\), which is a noncausal filter and therefore cannot be practically realizable in its current form if \(v\) is a time-dependent signal. In many cases, a practical implementation of the Hilbert transform implies that a finite impulse response (FIR) filter, which in addition is made causal by setting a suitable delay, is used to approximate the computation [16]. However, some works have been published for the design of infinite impulse response (IIR) Hilbert transformers as well [17]. Moreover, these approximations can also allow selection of a specific frequency range of interest, removing low and high frequencies, to be subject to the characteristic phase shifting related to the Hilbert transform.

4.4.3 PLL Based on the Inverse Park Transform

The Park transform is used typically as a tool to project an input voltage vector, defined by in-quadrature signals in the \(\alpha\beta\) stationary reference frame, on the orthogonal axes of the \(dq\)
synchronous reference frame. For a given angular position, the Park transform matrix defined by (4.46) is a linear transformation that can easily be inverted as follows:

\[
v(\alpha\beta) = \begin{bmatrix} v_\alpha \\ v_\beta \end{bmatrix} = \begin{bmatrix} \cos(\theta') & -\sin(\theta') \\ \sin(\theta') & \cos(\theta') \end{bmatrix} v(dq)
\]

(4.56)

Therefore, an in-quadrature image of a single-phase input signal can be achieved by introducing a filter in a loop consisting of the direct and inverse Park transformations, as presented in reference [16] and shown in Figure 4.16. Although a detailed analysis of this loop is presented in the following, an intuitive explanation of its operation principle can be given if it is assumed that the PLL is well tuned to the input signal frequency. Under such operating conditions, if \( v_\alpha \) and \( v'_\beta \) are not in-quadrature, the virtual input vector resulting from these signals will have neither constant amplitude nor rotation speed. Therefore, the \( v_d \) and \( v_q \) waveforms resulting from applying the direct Park transform will have oscillations. These oscillations will be attenuated by a low-pass filter (LPF), giving rise to the \( \bar{v}_d \) and \( \bar{v}_q \) signals. Therefore, the \( v'_\alpha \) and \( v'_\beta \) signals resulting from applying the inverse Park transform to \( \bar{v}_d \) and \( \bar{v}_q \) will be in-quadrature, though \( v_\alpha \) and \( v'_\alpha \) will not be in-phase if the PLL is not perfectly synchronized. As the PLL locks the phase-angle of the input signal, \( v_\alpha \) will become both in-phase with \( v'_\alpha \) and in-quadrature with \( v'_\beta \).

To analyse the QSG of Figure 4.16, we will start by writing the Park transform of (4.46) in terms of the Euler formula, with \( \theta' = \omega' t \), as follows:

\[
v(dq) = \begin{bmatrix} v_d \\ v_q \end{bmatrix} = \frac{1}{2} \begin{bmatrix} (e^{j\omega' t} + e^{-j\omega' t}) & -j(e^{j\omega' t} - e^{-j\omega' t}) \\ \frac{e^{j\omega' t} - e^{-j\omega' t}}{j} & (e^{j\omega' t} + e^{-j\omega' t}) \end{bmatrix} \begin{bmatrix} v_\alpha \\ v_\beta \end{bmatrix}
\]

(4.57)

By using the Laplace transform, (4.57) can be written in the complex-frequency domain as

\[
\begin{bmatrix} V_d(s) \\ V_q(s) \end{bmatrix} = \frac{1}{2} \begin{bmatrix} (V_\alpha(s + j\omega') + V_\alpha(s - j\omega')) & -j(V'_\beta(s + j\omega') - V'_\beta(s - j\omega')) \\ j(V_\alpha(s + j\omega') - V_\alpha(s - j\omega')) & (V'_\beta(s + j\omega') + V'_\beta(s - j\omega')) \end{bmatrix}
\]

(4.58)
Therefore, the signals to be applied to the input of the inverse Park transform are given by

\[
\begin{bmatrix}
\tilde{V}_d(s) \\
\tilde{V}_q(s)
\end{bmatrix} = \frac{\omega_f}{s + \omega_f} \begin{bmatrix}
V_d(s) \\
V_q(s)
\end{bmatrix}
\]  

(4.59)

where it is assumed that LPF is a first-order low-pass filter with cut-off frequency \(\omega_f\).

The inverse Park transform can be written in terms of the Euler formula as

\[
v'_{(\alpha\beta)} = \begin{bmatrix} v'_\alpha \\ v'_\beta \end{bmatrix} = \frac{1}{2} \begin{bmatrix}
(e^{j\omega t} + e^{-j\omega t}) & j(e^{j\omega t} - e^{-j\omega t}) \\
-j(e^{j\omega t} - e^{-j\omega t}) & (e^{j\omega t} + e^{-j\omega t})
\end{bmatrix} \begin{bmatrix}
\tilde{V}_d \\
\tilde{V}_q
\end{bmatrix}
\]  

(4.60)

which gives rise to the following expression in the complex-frequency domain:

\[
\begin{bmatrix}
V'_\alpha(s) \\
V'_\beta(s)
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
(\tilde{V}_d(s + j\omega) + \tilde{V}_d(s - j\omega)) & j(\tilde{V}_q(s + j\omega) - \tilde{V}_q(s - j\omega)) \\
-j(\tilde{V}_d(s + j\omega) - \tilde{V}_d(s - j\omega)) & (\tilde{V}_q(s + j\omega) + \tilde{V}_q(s - j\omega))
\end{bmatrix}
\]  

(4.61)

A lengthy but entertaining academic exercise is to substitute (4.59) into (4.61) to arrive at the following transfer function:

\[
\frac{V'_\beta}{V'_\alpha}(s) = \frac{k\omega^2}{s^2 + sk\omega + \omega^2}; \quad k = \frac{\omega_f}{\omega'}
\]  

(4.62)

In (4.60), it is possible to realize that

\[v'_\alpha = \frac{1}{\omega'} \frac{d}{dt} v'_\beta\]

and thus \(V'_\alpha(s) = \frac{s}{\omega} V'_\beta(s)\)

(4.63)

Therefore, the following transfer function can be written as well:

\[
\frac{V'_\alpha}{V'_\beta}(s) = \frac{sk\omega'}{s^2 + sk\omega' + \omega'^2}; \quad k = \frac{\omega_f}{\omega'}
\]  

(4.64)

The transfer functions of (4.62) and (4.64) describe the performance of the QSG based on the inverse Park transform. It simultaneously acts as a second-order band-pass filter (\(v'_\alpha\) to \(v'_\beta\)) and a low-pass filter (\(v'_\alpha\) to \(v'_\beta\)). The centre frequency of these filters, \(\omega_0\), is given by the rotation speed of the \(dq\) synchronous reference frame whereas the damping factor, \(\xi\), is given by the \(k\) factor, being \(k = 2\xi\). Figure 4.17 shows the frequency response of these two transfer functions in the case where \(\omega_0 = 2\pi \cdot 50\) rad/s and \(\omega_f = 2\pi \cdot 70.7\) rad/s, which results in an optimal response with \(\xi = 0.707\). It can be observed in this figure how \(v'_\alpha\) and \(v'_\beta\) are always in-quadrature (90° shifted) and have the same amplitude in the steady state only if the rotation frequency of the \(dq\) reference frame, \(\omega'\), matches the input frequency \(\omega\).

Figure 4.18 shows some representative waveforms resulting from the simulation of the inverse Park transform PLL of Figure 4.16 when, supposing the PLL to be perfectly synchronized, the input signal experiences both a phase-angle jump (+45°) and a frequency jump (from 50 to 45 Hz) at \(t = 50\) ms. In this simulation, the LF parameters were set according to (4.38) to achieve a settling time of \(t_s = 100\) ms with \(\xi = 1/\sqrt{2}\). The in-quadrature signals generated by the QSG based on the inverse Park transform are shown in Figure 4.18(a). The signals resulting from the projection of the virtual input vector on the \(dq\) reference frame are shown in Figure 4.18(c). In this plot, the \(v_d\) signal matches the amplitude of the input voltage...
Figure 4.17 Frequency response of the QSG based on the inverse Park transform with $\omega' = 2\pi \cdot 50$ rad/s and $\omega_f = 2\pi \cdot 70.7$ rad/s.

Figure 4.18 Response of the inverse Park transform PLL in the presence of a phase jump in the input signal: (a) in-quadrature signals generated by the QSG, (b) detected frequency, (c) signals in the synchronous reference frame and (d) detected phase-angle.
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in the steady state, whereas the \( v_q \) signal is made equal to zero by the action of the PI controller of the LF. Figure 4.18(d) shows the phase-angle detected by the PLL, which is 90° lagged with respect to the phase-angle of the input voltage in the steady state. This 90° lagging can be appreciated in the vector diagram of Figure 4.12 for the case when the \( d \) axis rotates in unison with the virtual voltage vector \( v \).

### 4.5 Some PLLs Based on Adaptive Filtering

A conventional filter is designed to attenuate a given range of frequencies. The digital implementation of the transfer function of such a filter gives rise to a mathematic algorithm with a series of static coefficients, which are usually set in the design time. In contrast, an adaptive filter is a filter that has the ability to adjust its own parameters automatically according to an optimization algorithm, and their design requires little or no a priori knowledge of the signal to be filtered [18]. In general terms, the optimization algorithm involves the use of a cost function, which sets the performance of the filter (e.g. minimizing a particular noise component of the input) to determine how to modify the filter coefficients to minimize the cost on the next iteration. Adaptive filters have been applied in many control and communication fields, such as systems identification, adaptive and predictive controllers, channel equalization and noise cancellation.

A basic diagram describing the adaptive noise cancelling (ANC) concept is shown in Figure 4.19. In this diagram, the signal to be filtered is applied to the input \( v \). This input signal consists of a primary signal \( s \) plus a noise \( n_0 \) uncorrelated to the signal \( s \). An auxiliary reference signal \( n_1 \), correlated to the noise signal \( n_0 \), is applied to the input \( x \). The reference signal \( n_1 \) is adaptively filtered to produce an output signal \( v' \) that is as close a replica as possible of \( n_0 \). This output signal \( v' \) is subtracted from the primary input \( v \) to produce the output signal \( e \). As a result, the primary noise \( n_0 \) is eliminated by cancellation. When the ANC technique is used to cancel out specific frequency components of the input signal, this filtering concept is also called adaptive notch filtering (ANF) [19].

In the digital implementation of an ANC filter, the reference signal \( x \) is sampled at a proper sampling period \( T_S \) and stored in an \( N \)-length buffer to generate the reference vector \( x \). Therefore, at the \( k \)th sample, i.e. at the time \( t = kT_S \), the reference vector is given by \( x_k = [x_k, x_{k-1}, \ldots, x_{k-N}] \). The elements of the \( x_k \) vector are weighted and summed to give the adaptive filter output \( v'_k \). The most extended adaptation algorithm used to set the weights

![Figure 4.19 Adaptive noise cancelling (ANC) system](image-url)
of the adaptive filter, $w_k = [w_k, w_{k-1}, \ldots, w_{k-N}]$, is the least-mean-squares (LMS) algorithm [18]. A simple version of the LMS algorithm at the time $k$ can be given by the following equations:

$$v_k' = w_k^T \cdot x_k$$  \hspace{1cm} (4.65)

$$e_k = v_k - v_k'$$  \hspace{1cm} (4.66)

$$w_{k+1} = w_k + \alpha e_k x_k$$  \hspace{1cm} (4.67)

The LMS algorithm is an iterative gradient-descent algorithm that uses an estimate of the gradient on the mean-square error surface to seek the optimum weight vector at the minimum mean-square error point. The term $e_k \cdot x_k$ represents the estimate of the negative gradient and the adaptation gain $\alpha$ determines the step size taken at each iteration along that estimated negative-gradient direction. A schematic representation of a very simple LMS algorithm with only one weight ($N = 1$) is shown in Figure 4.20. It is worth realizing in this figure that the highlighted area matches a forward Euler discrete integrator $S(z)$ affected by a gain $k_{int}$, being $\alpha = k_{int} T_S$.

### 4.5.1 The Enhanced PLL

The ANC system of Figure 4.20 can be applied to enhance the performance of the multiplier phase detector (PD) of the conventional single-phase PLL. In such an application, the ANC system works as an adaptive notch filter (ANF) in which the grid voltage signal is applied to the input $v$ and a unitary sinusoidal signal, provided by the voltage controller oscillator (VCO) of the PLL, is applied to the input $x$ as a reference signal. The synchronization system resulting from combining an ANF and a conventional single-phase PLL is shown in Figure 4.21 and is known as the enhanced PLL (EPLL) [20].

In the EPLL, the output of the ANF becomes equal to zero as the frequency and phase-angle of the reference signal generated by the VCO, $x = \cos(\theta')$, match those of the input signal $v$. As a result, signal oscillations at the output of the multiplier PD are completely cancelled out and the input signal phase-angle is properly detected by the conventional PLL. It is worth remarking, however, that there will exist a $90^\circ$ phase shifting between $\theta$ and $\theta'$ in the steady state, i.e. $\theta' = \theta - \pi/2$, due to the effect of the multiplier PD. This performance is illustrated in Figure 4.22, where some representative waveforms from the EPLL of Figure 4.21
Figure 4.21 Diagram of the enhanced PLL (EPLL)

Figure 4.22 Response of the EPLL in the presence of a phase jump in the input signal: (a) input signals \( v \), (b) phase detector output \( \varepsilon_{pd} \) and (c) detected frequency \( \omega' \) and (d) error in phase-angle detection \( \theta - \theta' + \pi/2 \)
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(in thick continuous line) are overlapped on the waveforms resulting from the conventional PLL of Figure 4.5 (in thin dashed line) when the input signal \( v \) experienced both a phase-angle jump (+45\(^\circ\)) and a frequency jump (from 50 to 45 Hz) at \( t = 100 \) ms. As can be appreciated in Figure 4.22(b), the output signal of the multiplier PD of the conventional PLL presents steady-state oscillations at twice the grid frequency. Consequently, as shown in Figure 4.22(b) and (c), these oscillations are present on the detected frequency and phase-angle as well. In the EPLL, however, the ANF progressively makes zero the input signal of the multiplier PD as the PLL becomes synchronized. Therefore, as shown in Figure 4.22(b) in thick line, the output of the multiplier PD is equal to zero in the steady state and, as shown in Figure 4.22(b) and (c), the detected frequency and phase-angle are free of oscillations after a transient period.

4.5.2 Second-Order Adaptive Filter

As presented in the previous section, when a single-frequency sinusoidal signal is applied to the input \( v \) of the ANC of Figure 4.20, the output error signal \( e \) is equal to zero – after a transient period – only if the frequency and phase-angle of the sinusoidal signal \( v \) match those of the sinusoidal reference signal \( x \). There are some applications, however, in which it is interesting that the output error signal \( e \) is equal to zero just when the frequency of \( v \) and \( x \) are equal – independently of their phase-angle.

Figure 4.23(a) shows a single frequency ANC, namely an ANF, using an LMS algorithm with two adaptive weights [19]. In this filter, two 90\(^\circ\) shifted sinusoidal signals at the frequency of interest \( \omega \) are used as reference signals for the adaptive algorithm. Since accumulators of the LMS algorithm can be understood as forward discrete integrators, the discrete system of Figure 4.23(a) can be transformed into the continuous equivalent systems of Figure 4.23(b), which has been arranged according to the standard structure of an adaptive noise cancelling system. In this system, the sine and cosine blocks are integrated into the adaptive filter (AF) structure and the frequency to be filtered, \( \omega' \), is considered as the reference signal. Moreover, the error signal is affected by a gain \( k = \alpha/T_S \), with \( T_S \) being the sampling frequency of the original discrete ANF. In the following, the AF of Figure 4.23(b) is analysed in order to obtain its transfer function.

Defining \( g = k e_v \), the \( v_d \) and \( v_q \) signals of Figure 4.23(b) can be written as

\[
v_d = g \cos (\omega' t) = \frac{1}{2} g \left[ e^{j\omega't} + e^{-j\omega't} \right] \quad (4.68)
\]

\[
v_q = g \sin (\omega' t) = \frac{1}{j2} g \left[ e^{j\omega't} - e^{-j\omega't} \right] \quad (4.69)
\]

The \( A_d \) and \( A_q \) variables, which correspond to the output of the integrators for \( v_d \) and \( v_q \), can be expressed in the Laplace domain as

\[
A_d(s) = \frac{1}{s} v_d(s) = \frac{1}{2s} \left[ g(s + j\omega't) + g(s - j\omega't) \right] \quad (4.70)
\]

\[
A_q(s) = \frac{1}{s} v_q(s) = \frac{1}{j2s} \left[ g(s + j\omega't) - g(s - j\omega't) \right] \quad (4.71)
\]
Likewise the Laplace transforms for the $v'_d$ and $v'_q$, variables are given by

\[
v'_d(s) = \frac{1}{2} [A_d(s + j\omega't) + A_d(s - j\omega't)] \]
\[
= \frac{1}{2} \left[ g(s) + g(s + 2j\omega') \right] + \frac{1}{2} \left[ g(s) + g(s - 2j\omega') \right] \quad (4.72)
\]
\[
v'_q(s) = \frac{1}{2j} [A_q(s + j\omega't) - A_q(s - j\omega't)] \]
\[
= \frac{1}{2j} \left[ g(s) - g(s + 2j\omega') \right] + \frac{1}{2j} \left[ g(s) - g(s - 2j\omega') \right] \quad (4.73)
\]
Finally, the addition of $v'_d$ and $v'_q$ gives rise to the AF output, $v'$, as follows:

$$v'(s) = v'_d(s) + v'_q(s) = \frac{s}{s^2 + \omega'^2}g(s)$$  \hspace{1cm} (4.74)

Consequently, the transfer function of the AF structure of Figure 4.23(b) is given by

$$AF(s) = \frac{v'}{ke_v}(s) = \frac{s}{s^2 + \omega'^2}$$  \hspace{1cm} (4.75)

Hence, the response of the system of Figure 4.23(b) is defined by two second-order transfer functions, i.e. an adaptive band-pass filter (ABPF) and an adaptive notch filter (ANF), as follows:

$$ABPF(s) = \frac{v'}{\nu}(s) = \frac{AF(s)}{1 + AF(s)} = \frac{ks}{s^2 + ks + \omega'^2}$$  \hspace{1cm} (4.76)

$$ANF(s) = \frac{\epsilon_v}{\nu}(s) = 1 - ABPF(s) = \frac{s^2 + \omega'^2}{s^2 + ks + \omega'^2}$$  \hspace{1cm} (4.77)

The band-pass filtering characteristic of the adaptive filter of Figure 4.23(b) suggests that it is possible to extract a particular component at the frequency of interest $\omega'$ even if the input signal $v'$ is affected by distortion. Moreover, as shown in Figure 4.24, this system can be used as a quadrature signal generator (QSG) by just adding a scaled integrator at the output of the adaptive filtering structure of Figure 4.23(b). In this system, the signals $v'$ and $qv'$ are 90° shifted. Therefore, they can be applied to the input of any phase detector based on QSG to improve the performance of the conventional single-phase PLL.

### 4.5.3 Second-Order Generalized Integrator

The AF block of Figure 4.24, whose transfer function is given by (4.75), is of special interest when working with sinusoidal signals. Figure 4.25(a) shows the response of an AF block with $\omega' = 2\pi \cdot 50$ rad/s when a unitary step is applied to its input. As expected, the response of the system defined by the transfer function given by (4.75), with two imaginary complex poles placed at $\pm j\omega'$, is like that of a resonator oscillating at the frequency $\omega'$. As further shown, this feature can be of great use for implementing the voltage controlled oscillator (VCO) block in a PLL structure. Figure 4.25(b) shows the response of the AF block defined by (4.75) in the case of applying both a sine and a cosine signal with frequency $\omega'$ to its input. As can be
observed in this figure, the system acts as an amplitude integrator for both sinusoidal input signals. For this reason, the system with the transfer function given by (4.75) is also referred as a ‘sinusoidal integrator’.

In the following, a more detailed analysis of this response of Figure 4.25(b) is conducted. As known, the Laplace transforms of the sine and cosine functions are given by

\[
L \left[ \sin(\omega' t) \right] = \frac{\omega'}{s^2 + \omega'^2} \tag{4.78}
\]

\[
L \left[ \cos(\omega' t) \right] = \frac{s}{s^2 + \omega'^2} \tag{4.79}
\]

Therefore, the time response of the system characterized by (4.75) in the presence of sinusoidal inputs is given by

\[
L^{-1} \left( \frac{\omega'}{s^2 + \omega'^2} \frac{s}{s^2 + \omega'^2} \right) = \frac{1}{2} t \sin(\omega' t) \tag{4.80}
\]

\[
L^{-1} \left( \frac{s}{s^2 + \omega'^2} \frac{s}{s^2 + \omega'^2} \right) = \frac{1}{2} \left[ \frac{\sin(\omega' t)}{\omega'} + t \cos(\omega' t) \right] \tag{4.81}
\]

As evidenced in (4.81), the system with the transfer function (4.75) does not act as an ideal amplitude integrator for any kind of sinusoidal input signal with frequency \( \omega' \) but, depending of the phase-angle of the input signal, its output contains a steady-state error – related to the step response previously noted. However, the amplitude of this error is low enough to be considered negligible in most of the applications, which is why the system defined by the transfer function given by (4.75), multiplied by 2, is commonly known as the generalized integrator (GI). A detailed study about this issue can be found in [21].
As the transfer function of the GI provides an infinite gain at the resonance frequency, it allows any steady-state error to be cancelled when controlling sinusoidal signals at such resonance frequency. This interesting feature makes the GI the core of so-called proportional-resonant controllers [22, 23]. As previously shown, the AF structure of Figure 4.23 gives rise to the transfer function of (4.75). However, this is not the only way to implement a GI, for there exist other solutions as reported in the literature, different direct discrete realizations of this resonant system can be used to reduce its computational burden [21, 24]. Figure 4.26(a) shows a diagram of a second-order AF based on very efficient implementation of the GI. The resonant structure forming the GI of Figure 4.26(a) has been used in different systems for grid monitoring and synchronization purposes [25–28]. The characteristic transfer functions of the adaptive filter of Figure 4.26(a) are given by

\[
GI(s) = \frac{v'}{kE_v}(s) = \frac{s}{s^2 + \omega'^2} \tag{4.82}
\]

\[
D(s) = \frac{v'}{v}(s) = \frac{ks}{s^2 + ks + \omega'^2} \tag{4.83}
\]

\[
Q(s) = \frac{qv'}{v}(s) = \frac{k\omega'^2}{s^2 + ks + \omega'^2} \tag{4.84}
\]
As expected, the transfer function of (4.82) for the GI is identical to that of (4.75) for the AF. However, the GI implementation of Figure 4.26(a) is much simpler than the AF structure of Figure 4.23. The GI does not use sine/cosine functions, which typically require large lookup tables that increase computation time and introduce additional quantization noise into the discrete system.

Moreover, as evidenced by the transfer functions of (4.83) and (4.84), the adaptive filtering structure of Figure 4.26(a) generates two 90° shifted output signals, \( v' \) and \( qv' \), which makes it suitable for implementation of a PLL based on in-quadrature signals generation. These transfer functions also indicate that the bandwidth of the band-pass filter given by (4.83) and the static gain of the low-pass filter of (4.84) are not only a function of the gain \( k \) but also depend on the centre frequency of the filter, \( \omega' \). This issue can become an inconvenience when designing variable-frequency systems, as is the case of a PLL. This problem can be overcome by modifying the flow diagram of the adaptive filtering system \[27, 28\]. Another very straightforward solution can be obtained by modifying the structure of the GI itself. The alternative sinusoidal integrator is known as the second-order generalized integrator (SOGI) \[29\] to differentiate it from the conventional GI. The adaptive filtering structure based on the SOGI is shown in Figure 4.26(b) and its characteristic transfer functions are given by:

\[
SOGI(s) = \frac{v'}{k\epsilon_v} = \frac{\omega's}{s^2 + \omega'^2} \quad (4.85)
\]

\[
D(s) = \frac{v'}{v} = \frac{k\omega's}{s^2 + k\omega's + \omega'^2} \quad (4.86)
\]

\[
Q(s) = \frac{qv'}{v} = \frac{k\omega'^2}{s^2 + k\omega's + \omega'^2} \quad (4.87)
\]

These transfer functions show that the bandwidth of the SOGI-based adaptive filter is not a function of the centre frequency \( \omega' \) but only depends on the gain \( k \), which makes it suitable for variable-frequency applications. Moreover, the amplitude of the in-quadrature signals, \( v' \) and \( qv' \), matches the amplitude of the input signal \( v \) when the centre frequency of the filter, \( \omega' \), matches the input frequency, \( \omega \). Therefore, if by some mechanism it is provided that \( \omega' = \omega \), the SOGI-based filtering structure of Figure 4.26(b) may be considered a very suitable method for quadrature signal generation (QSG). This is the reason why this system was named the SOGI-QSG in reference \[29\].

To evaluate the time response of the SOGI-QSG of Figure 4.26(b) a sinusoidal input signal \( v = V \sin(\omega t) \) is applied to its input. Hence, if it is assumed that \( \omega = \omega' \), the output signals of the adaptive filter defined by the transfer functions (4.86) and (4.87) are given by

\[
v' = -\frac{V}{\sqrt{1 - (k/2)^2}} \sin \left( \omega\sqrt{1 - (k/2)^2} t \right) e^{-\frac{\omega}{2}t} + V \sin(\omega t) \quad (4.88)
\]

\[
qv' = -\frac{V}{\sqrt{1 - (k/2)^2}} \cos \left( \omega\sqrt{1 - (k/2)^2} t - \phi \right) e^{-\frac{\omega}{2}t} - V \cos(\omega t) \quad (4.89)
\]
where

$$\varphi = \arctan \frac{k/2}{\sqrt{1 - (k/2)^2}}$$

As proposed in reference [14], the settling time for a second-order system can be roughly estimated by $t_s = 4.6\tau$. Therefore, since $\tau = 2/k\omega'$ in (4.88) and (4.89), the gain of the SOGI-QSG can be calculated for a given settling time as

$$k = \frac{9.2}{t_s\omega'} \quad (4.90)$$

Figure 4.27 shows the waveforms of (4.88) and (4.89) when the SOGI-QSG parameters are $k = \sqrt{2}$ and $\omega' = \omega = 2\pi \cdot 50 \text{ rad/s}$. In this case, the settling time is around 20 ms, which matches the value obtained from (4.90). It is worth noting that a gain $k = \sqrt{2}$ implies a damping factor $\xi = 1/\sqrt{2}$, which roughly results in an optimal relationship between the settling time and overshooting in the dynamic response.

### 4.5.4 The SOGI-PLL

The SOGI-QSG of Figure 4.26(b) can be straightforwardly applied to implement a PLL based on in-quadrature signal generation like the one shown in Figure 4.28, which is known as the SOGI-PLL [29, 30]. This system has a double feedback loop; i.e. the frequency/phase generator provides both the phase-angle to the Park transform and the central frequency to the SOGI-QSG.

Figure 4.29 shows the response of the SOGI-PLL of Figure 4.28 when the 100 V$_{\text{peak}}$/50 Hz single-phase input signal $v$ experienced both a phase-angle jump (+45°) and a frequency jump (from 50 to 45 Hz) at $t = 100$ ms. In this simulation, the SOGI-QSG gain was set to $k = \sqrt{2}$, which in theory implies a settling time of 20 ms for this adaptive filter, and the LF parameters...
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Figure 4.28 Diagram of the SOGI-based PLL (SOGI-PLL)

Figure 4.29 Response of the SOGI-PLL in the presence of both a phase-angle and a frequency jump in the input signal: (a) in-quadrature signals generated by the SOGI-QSG, (b) detected frequency, (c) signals in the synchronous reference frame and (d) error in the phase-angle detection $\theta - \theta' + \pi/2$
were calculated according to (4.38) to achieve a settling time of 100 ms in the PLL. As shown in Figure 4.29, the SOGI-QSG and the PLL interact with each other and the resulting response is a combination of the action of both systems. The response of the SOGI-PLL differs from that of the EPLL since in that case the feedback loops for both the adaptive filter and the PLL depended on the same variable, i.e. the detected phase-angle. For this reason, the ANF and the PLL blocks of the EPLL reach steady-state conditions at the same time. In the case of the SOGI-PLL there are two variables involved in the synchronization process, i.e. the SOGI-QSG tuned by using the detected frequency, $\omega'$, whereas the PLL is locked to the input phase-angle. As evidenced in Figure 4.29, the response of the SOGI-PLL is very close to the one shown in Figure 4.18 for the inverse Park transform PLL. Actually, it seems logical since, as demonstrated by (4.64), such an inverse Park transform structure behaves as an adaptive filter as well.

Figure 4.29(a) shows the two in-quadrature signals generated by the SOGI-QSG. As appreciated in this plot, the transient response is extended until the grid frequency is newly tuned. Figure 4.29(b) shows the frequency that would be detected by a conventional PLL ($\omega'_{PLL}$ in dashed thin line) and the frequency detected by the SOGI-PLL ($\omega'_{SOGI-PLL}$ in thick line), free of steady-state oscillations. Figure 4.29(c) shows the output variables of the Park transform. The $v_d$ signal is given the amplitude of the input voltage and the $v_q$ signal is made equal to zero in the steady state by the action of the phase-locking loop. Figure 4.29(d) shows the error made by a conventional PLL in the detection of the input phase-angle ($\varepsilon_{\theta(PLL)}$ in dashed thin line) and the one made by the SOGI-PLL ($\varepsilon_{\theta(SOGI-PLL)}$ in thick line). As appreciated in this figure, the SOGI-PLL detects the input phase-angle faster than the conventional PLL and with no steady-state oscillations.

### 4.6 The SOGI Frequency-Locked Loop

In Section 4.5, the SOGI was used to implement an in-quadrature signal generator (QSG), which improved phase-angle detection in a conventional PLL. This PLL locked the phase-angle of its internal oscillator to that of the input signal at the same time as the input frequency was detected, which allowed the SOGI-QSG to remain properly tuned. However, as commented in Section 4.5, the inherent resonant character of the SOGI makes itself work as a voltage-controlled oscillator, which stimulates one to think about designing a simple control loop to auto-adapt the centre frequency of the SOGI resonator to the input frequency and discard the PLL block from the SOGI-PLL structure. This is the main idea supporting the study of the frequency-locked loop (FLL) presented in this section.

The first thing to do in order to make the SOGI-QSG structure auto-tuneable is to analyse the error signal $\varepsilon_v$ and study how the centre frequency of the SOGI-QSG might be regulated by using this error signal. The transfer function from the input signal $v$ to the error signal $\varepsilon_v$ is given by

$$E(s) = \frac{\varepsilon_v(s)}{v(s)} = \frac{s^2 + \omega^2}{s^2 + k\omega's + \omega'^2}$$

(4.91)

The transfer function in (4.91) responds to a second-order notch filter, with zero gain at the centre frequency. An interesting feature of this transfer function is that the phase-angle of the
output signal experiences a jump of 180° when the frequency of the input signal, ω, changes from lower to higher than the SOGI-QSG centre frequency, ω'. This characteristic is used in the following to compare the value of both frequencies.

Figure 4.30 shows the Bode diagram of $E(s)$ and $Q(s)$ transfer functions, the latter given by (4.87), to study the relationship between $\varepsilon_v$ and $q v'$. As can be appreciated from this figure, the signals $\varepsilon_v$ and $q v'$ are in phase when the input frequency is lower than the SOGI resonance frequency ($\omega < \omega'$) and are in counter-phase in the opposite case, i.e. when $\omega > \omega'$.

Therefore, a frequency error variable $\varepsilon_f$ can be defined as the product of $q v'$ and $\varepsilon_v$. As indicated in Figure 4.30, the average value of $\varepsilon_f$ will be positive when $\omega < \omega'$, zero when $\omega = \omega'$ and negative when $\omega > \omega'$. This frequency error variable allows a straightforward frequency locking loop (FLL) to be designed, such as the one shown in Figure 4.31. In this loop, an integral controller with a negative gain $-\gamma$ is used to make the DC component of $\varepsilon_f$ zero by shifting the centre frequency of the SOGI-QSG, $\omega'$, until matching the input frequency, $\omega$. In addition, as shown in Figure 4.31, the nominal value of the grid frequency is added to the FLL output as a feed-forward variable, $\omega_c$, to accelerate the initial synchronization process.

The combination of both the SOGI-QSG and the FLL building blocks according to Figure 4.31 gives rise to a single-phase grid synchronization system named the SOGI-FLL [31]. In the SOGI-FLL, the input frequency is directly detected by the FLL, whereas the estimation of the phase-angle and the amplitude of the input ‘virtual vector’ can be indirectly calculated by

$$|v'| = \sqrt{(v')^2 + (qv')^2}; \quad |v'| = \arctan \frac{qv'}{v'}$$

(4.92)
Figure 4.31 Diagram of the SOGI-FLL

Figure 4.32 shows the response of the SOGI-FLL of Figure 4.31 when a 100 V\(_{\text{peak}}\)/50 Hz single-phase input signal \(v\) experienced both a phase-angle jump \((+45^\circ)\) and a frequency jump (from 50 to 45 Hz) at \(t = 100\) ms. In this simulation, the SOGI-QSG gain was set to \(k = \sqrt{2}\) and the FLL gain was set to \(\gamma = 2.22\) — a justification of this value is given in next section. Figure 4.32(b) shows how the SOGI-FLL is able to track the input frequency variation, which allows the SOGI-QSG to remain properly tuned. This can be appreciated from Figure 4.32(a), where the amplitude of the in-quadrature signals matches the input voltage amplitude, even after the input frequency variation. This makes it possible to obtain a correct estimation of the input amplitude and phase-angle by applying (4.92), as shown in Figure 4.32(c) and (d) respectively.

### 4.6.1 Analysis of the SOGI-FLL

The performance and dynamical response of the SOGI-FLL depends mainly on the appropriate selection of the control parameters \(k\) and \(\gamma\). In this section, the SOGI-FLL equations are briefly analysed in order to set proper values for \(k\) and \(\gamma\) to achieve a desired performance in the detection of the amplitude and frequency of the input signal.

From the SOGI-FLL diagram of Figure 4.31, the following space-state equations can be written:

\[
\begin{align*}
\dot{x} &= \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = Ax + Bu = \begin{bmatrix} -k\omega' & -\omega'^2 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \begin{bmatrix} k\omega' \\ 0 \end{bmatrix} v \\
y &= \begin{bmatrix} v' \\ qv' \end{bmatrix} = Cx = \begin{bmatrix} 1 & 0 \\ 0 & \omega' \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \\
\dot{\omega}' &= -\gamma x_2 \omega' (v - x_1)
\end{align*}
\] (4.93) (4.94) (4.95)
where $x = [x_1, x_2]^T$ and $y = [v', qv']^T$ are the SOGI-QSG state and output vectors. The state equation describing the behaviour of the FLL is given by (4.95).

Considering the stable operating conditions with the FLL properly tuned, which implies $\dot{\omega'} = 0$, $\omega = \omega'$ and $x_1 = v$, the SOGI-QSG state vector in the steady state is given by

$$\dot{\bar{x}}\big|_{\dot{\omega'}=0} = \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} = \begin{bmatrix} 0 \\ -\omega'^2 \end{bmatrix} \begin{bmatrix} \bar{x}_1 \\ \bar{x}_2 \end{bmatrix}$$  (4.96)

where the steady-state variables are identified by a bar over. The eigenvalues of the Jacobian obtained from (4.96) are conjugated complex with a null real part, something that confirms the
resonant behaviour of the system, as the steady-state response remains in a periodic orbit at the \( \omega' \) frequency. Therefore, for a given sinusoidal input signal \( v = V \sin(\omega t + \phi) \) the steady-state output vector will be given by

\[
\bar{y} = \begin{bmatrix} v' \\ qv' \end{bmatrix} = V \begin{bmatrix} \sin(\omega t + \phi) \\ -\cos(\omega t + \phi) \end{bmatrix} \tag{4.97}
\]

If the FLL was intentionally frozen at a frequency \( \omega' \) different from the input frequency \( \omega \), e.g. by making \( \gamma = 0 \), the SOGI-QSG output vector would still keep in a stable orbit defined by

\[
\tilde{y} = V|D(j\omega)| \begin{bmatrix} \sin(\omega t + \phi + \angle D(j\omega)) \\ \frac{\omega'}{\omega} \cos(\omega t + \phi + \angle D(j\omega)) \end{bmatrix} \tag{4.98}
\]

where \( |D(j\omega)| \) and \( \angle D(j\omega) \) can be obtained from (4.86) and are given by

\[
|D(j\omega)| = \frac{k\omega\omega'}{\sqrt{(k\omega\omega')^2 + (\omega^2 - \omega'^2)^2}} \tag{4.99}
\]

\[
\angle D(j\omega) = \arctan \frac{\omega'^2 - \omega^2}{k\omega\omega'} \tag{4.100}
\]

As indicated in (4.98), if the input signal is assumed sinusoidal at the frequency \( \omega \) and even though \( \omega \neq \omega' \), the state variables of the SOGI-QSG keep the following relationship:

\[
\bar{x}_1 = -\omega^2 \bar{x}_2 \tag{4.101}
\]

Therefore, from (4.93), the steady-state synchronization error signal can be written as

\[
\bar{\varepsilon}_v = (v - \bar{x}_1) = \frac{1}{k\omega'} \left( \bar{x}_1 + \omega'^2 \bar{x}_2 \right) \tag{4.102}
\]

and substituting (4.101) into (4.102) the steady-state frequency error signal is given by

\[
\bar{\varepsilon}_f = \omega' \bar{x}_2 \bar{\varepsilon}_v = \frac{x_2^2}{k} (\omega'^2 - \omega^2) \tag{4.103}
\]

The equation in (4.103) proves that the \( \varepsilon_f \) signal certainly collects information about the error made in the frequency estimation, which makes it suitable to act as the control signal of the FLL. However, this expression is highly nonlinear, which means that linear control analysis techniques cannot be directly applied to set the value of the FLL gain, \( \gamma \). Hence, some assumptions should be made to determine the performance of the FLL.
In this way, the local dynamics of the FLL can be studied by considering steady-state conditions, namely \( \omega' \approx \omega \). In such a case, \( \omega'^2 - \omega^2 \) can be approximated as \( 2(\omega' - \omega)\omega' \), and the small signal performance of the FLL can be described as follows:

\[
\dot{\omega}' = -\gamma \bar{x}_2 = \frac{V}{k} \bar{x}_2^2 (\omega'^2 - \omega^2) \approx -2 \frac{V}{k} \bar{x}_2^2 (\omega' - \omega) \omega' 
\]

(4.104)

Moreover, taking \( v = V \sin(\omega t + \phi) \) as the input signal for the SOGI-FLL, the square of the state \( \bar{x}_2^2 \) can be written from (4.98) as

\[
\bar{x}_2^2 = \frac{V^2}{2\omega^2} |D(j\omega)|^2 \left[ 1 + \cos(2(\omega t + \phi + \angle D(j\omega))) \right] 
\]

(4.105)

According to (4.99) and (4.100), the terms \( |D(j\omega)| \) and \( \angle D(j\omega) \) in (4.105) tend to 1 and 0 respectively, as the frequency detected by the FLL locks the input frequency \( (\omega' \rightarrow \omega) \). Hence, in the vicinity of the steady-state operation of the FLL, \( \bar{x}_2^2 \) will present a DC component equal to \( V^2/(2\omega^2) \) plus an AC term oscillating at twice the input frequency. Therefore, the averaged dynamics of the FLL with \( \omega' \approx \omega \) can be described by the following equation, where the AC component of \( \bar{x}_2^2 \) has been neglected:

\[
\dot{\omega}' = -\gamma \frac{V^2}{k\omega'} (\bar{\omega}' - \omega) 
\]

(4.106)

Equation (4.106) is very interesting because it clears up the existing relationship between the dynamic response of the FLL, the SOGI-QSG gain and the parameters of the input signal. This equation encourages the value of \( \gamma \) to be normalized according to (4.107), by using feedback variables, in order to achieve a first-order linearized frequency adaptive system like the one shown in Figure 4.33. This linearized system is not dependent on either the grid variables or the SOGI-QSG gain, and its time response is perfectly defined by the value of the gain \( \Gamma \):

\[
\gamma = \frac{k\omega'}{V^2} \Gamma 
\]

(4.107)

The transfer function of the first-order frequency locking loop of Figure 4.33 is given by

\[
\frac{\bar{\omega}'}{\omega} = \frac{\Gamma}{s + \Gamma} 
\]

(4.108)

and its settling time can be roughly set as follows:

\[
t_{\text{settling}}(\text{FLL}) \approx \frac{4.6}{\Gamma} 
\]

(4.109)

---

**Figure 4.33** Simplified frequency adaptation system of the FLL
A practical implementation of the feedback-based linearized SOG-PLL is shown in Figure 4.34. In this system, the PLL gain is online adjusted by feeding back the estimated grid operating conditions, which guarantees a constant settling time in the frequency estimation independently of the input signal parameters. In this implementation, the square input voltage amplitude is estimated by

$$V^2 = v^2 + qv'^2$$  \hspace{1cm} (4.110)  

Figure 4.35(a) and (b) shows some representative plots from the simulation of the feedback-based linearized SOG-PLL of Figure 4.34 when a 100 \(V_{\text{peak}}/50\) Hz single-phase input signal \(v\) experiences a frequency jump (from 50 to 45 Hz) at \(t = 100\) ms (without modifying its amplitude). In this simulation, the SOGI-QSG gain was set to \(k = \sqrt{2}\) and the normalized PLL gain was set to \(\Gamma = 46\). According to (4.109), this value for the normalized PLL gain entails a settling time in frequency adaptation, \(t_{s(PLL)}\), of around 100 ms. As can be appreciated from Figure 4.35(b), the detected frequency fits a first-order exponential response very well with a settle time of 100 ms, which validates the analysis conducted in this section.
Figure 4.35 Response of the SOGI-FLL with FLL gain normalization: (a),(b) in-quadrature signals and detected frequency when the input signal experiences a frequency jump and (c),(d) in-quadrature signals and detected frequency when the input signal experiences a voltage dip.

Figure 4.35(c) and (d) shows the response of the feedback-based linearized SOGI-FLL when the amplitude of the input signal $v$ drops down to 20% of its rated value at $t = 100$ ms (without modifying its frequency). In this case, the values for the control parameters are the same as in the previous case, i.e. $k = \sqrt{2}$ and $\Gamma = 46$. Since the input frequency is kept constant in this simulation, the settling time in the detection of the input voltage amplitude mainly depends on the SOGI-QGS dynamics. As indicated in reference [14], this settling time can be roughly estimated by

$$t_{s(SOGI)} = 4.6\tau, \quad \text{being} \quad \tau = 2/k\omega'$$

(4.111)
In this simulation, therefore, the settling time in amplitude detection should be \( t_{S(SOGI)} = 20.7 \) ms. A zoomed view of Figure 4.35(c) corroborates that, even though the frequency detected by the FLL shows some transient oscillations when the input voltage level varies, the settle time in the response of the SOGI-QSG matches a value calculated by (4.111).

Until now, the SOGI-QSG and the FLL have been studied by considering separated variations in both the amplitude and the frequency of the input signal. However, both systems are interdependent, which means that the global time response of the SOGI-FLL will differ from the one obtained in earlier sections whenever the input signal experiences simultaneous variations in frequency and amplitude. Figure 4.36 shows some representative plots of an SOGI-FLL in which the amplitude of the input signal drops down to 20% of its rated value.

**Figure 4.36** Response of the SOGI-FLL with FLL gain normalization when the input signal simultaneously experiences a voltage dip and a frequency jump: (a) in-quadrature signals, (b) detected frequency, (c) detected input voltage amplitude and (d) error in phase-angle detection \( \theta - \theta' \)
at the same time that its frequency varies from 50 to 45 Hz. As can be appreciated from the plots of Figure 4.36, both the detected input frequency signal and the detected input amplitude signal are coupled to each other, which implies that they differ from the simplified waveforms previously studied. However, for certain conditions, it can still be assumed as valid that the settle times of the SOGI and the FLL match those calculated by (4.109) and (4.111). In this regard, an analysis based on the simulation demonstrated that, for $k = \sqrt{2}$, the settle times for the SOGI and the FLL had to be in the range of $t_{S(FLL)} \geq 2t_{S(SOGI)}$ to ensure enough different constant times in both subsystems and to be able to apply (4.109) and (4.111) satisfactorily to calculate settling times.

4.7 Summary

In this chapter, the paradigm of synchronizing in a single-phase system was discussed. Different techniques for quadrature signal generation (QSG) are presented and compared in terms of dynamic performances. The novel QSG based on a second-order generalized integrator (SOGI) proves to be a very good solution, easy to design and implement, and able to perform close to a delay-free filter with the required bandwidth.

This is a very important feature model in the application of synchronization of grid-connected converters as the voltage of the grid is typically affected by disturbances and harmonics.

The second challenge is to make the synchronization process adaptive to frequency changes that may occur in the grid system, e.g. during the power balancing events. Moreover, some grid codes require operation within a frequency range of 47–52 Hz, posing a big challenge for the synchronization loop.

Some classical solutions based on adaptive filtering techniques are presented along with the novel frequency-locked loop (FLL) technique, which is able to achieve frequency adaptability using a single algorithm without any use of trigonometric functions. The FLL feature also measured stability over transients from a physical point of view, the frequency change being much slower than the grid voltage phase-angle. The FLL is a nonlinear system and a practical design method was proposed in this chapter.
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Islanding Detection

5.1 Introduction

A higher penetration of distributed power generation systems (DPGSs), involving both conventional and renewable technologies, is changing the power system face. There is a clear evolution towards active grids that could include a significant amount of storage systems, could work in island mode and could be connected through flexible transmission systems. This complex scenario will put different requirements on the DPGS units depending on their size and on their level of integration with the power system. Thus the monitoring of the grid condition will always be a crucial feature of the DPGS units at every level. The detection of a possible island condition will always be important in a power system with a significant amount of DPGS.

Typically in a low-power DPGS like, for example, PV systems, this feature is defined as an ‘anti-islanding requirement’ in order to highlight the request of the utility operator, as pointed out in Chapter 2, that the DPGS should disconnect in case the main electric grid should cease to energize the distribution line. A higher power DPGS, typically wind plants, have completely different requirements and generally benefits of communication systems and a supervisory control that interact with the utility operator in view of making the DPGS contribute to the stability of the grid. Here the latest grid codes require low-voltage ride-through capability, meaning that they should stay connected during grid faults, which is quite opposite for the PV systems. Hence islanding detection can be considered a requirement only for low-power DPGSs. However, as already pointed out, the power system is evolving and the future scenario may consider the presence of a smart micro-grid (SMG) usually operated in connection to distribution grids but with the capability of automatically switching to a stand-alone operation if faults occur in the main distribution grid, and then reconnecting to the grid. Since it is not possible to predict the level of connection and the reliability of the information exchange among the different players of this future scenario, the detection of islanding can be considered as an important feature, requested in some cases and optional in others.

In this chapter islanding detection will be treated with attention paid to the consequences of an uncontrolled islanding (amplitude and frequency variation of the grid voltage, which are usually the first signs of the island condition) and to the performances of the islanding detection methods: reliability, selectivity and minimum perturbation. Ideally, the methods should be able...
to detect the island condition in every grid condition, strong or weak, with a limited or high penetration of DPGS – this property can be defined as reliability; the method should also be able to discriminate between a condition of islanding and a simple perturbation of the grid – this property can be defined as selectivity; finally, the method should degrade the grid power quality as little as possible in order to make suitable the parallel operation of several DPGS – this property can be defined as minimum perturbation.

In the following the nondetection none (NDZ) will be defined with reference to the effects on the grid voltage amplitude and frequency of uncontrolled island operation, which can be used as the basic means to detect the island operation. Then the methods will be reviewed, classifying them in passive, and hence only based on the measurements of the electric grid quantities, and active, and hence based also on the deliberate and periodic perturbation of the electric grid to test its presence. Next a final comparison is made with reference to the actual standards and codes and to the industrial use. Some novel relevant active methods are described in more detail with the deliberate purpose of promoting their implementation in practice.

5.2 Nondetection Zone

The reliability of islanding detection methods can be represented by the nondetection zone (NDZ), defined in the power mismatch space ($\Delta P$ versus $\Delta Q$) at the point of common coupling (PCC) where the islanding is not detectable and there is potential for parasitic trips [1].

Figure 5.1(a) shows the typical interconnection of a PV inverter to the utility and local load and Figure 5.1(b) the balance of the power in the system. $\Delta P$ is the real power output of the grid, $\Delta Q$ is the reactive power output of the grid, $P_{DG}$ is the real power output of the PV, $Q_{DG}$ is the reactive power output of the PV, $P_{load}$ is the real power of the load and $Q_{load}$ is the reactive power of the load. Hence the power balance is

$$P_{load} = P_{DG} + \Delta P \quad (5.1)$$
$$Q_{load} = Q_{DG} + \Delta Q \quad (5.2)$$

If $P_{load} = P_{DG}$ there is not a mismatch between the power produced by the PV system and the power produced by the utility and in the same way if $Q_{load} = Q_{DG}$ there is no reactive power mismatch between the PV system and the utility.

The behaviour of the system at the time of utility disconnection will depend on $\Delta P$ and $\Delta Q$ at the instant before the switch opens to form the island [2]. If the resonant frequency of the RLC load is the same as the grid line frequency the linear load does not absorb or consume reactive power. Active power is directly proportional to the voltage. After the disconnection of the grid, the active power of the load is forced to be the same with the power generated by the PV system; hence the grid voltage changes into

$$V' = KV \quad (5.3)$$

where

$$K = \sqrt{\frac{P_{DG}}{P_{load}}} \quad (5.4)$$
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Figure 5.1 (a) Interconnection of the grid inverter to the utility and the load and (b) the nondetection zone (NDZ)

When $P_{DG} > P_{load}$ there is an increase in the amplitude of the voltage and if $P_{DG} < P_{load}$ there is a decrease in the amplitude. Reactive power is tied to the frequency and amplitude of voltage:

$$Q'_{load} = Q_{DG} = \left(\frac{1}{\omega' L} - \omega' C\right)V'^2 \quad (5.5)$$

In this way is possible to calculate the islanding pulsation ($\omega'$):

$$\omega' = -\frac{Q_{DG}}{CV'^2} + \sqrt{\left(\frac{Q_{DG}}{CV'^2}\right)^2 + \frac{4}{LC}} \quad (5.6)$$

The grid is subject to numerous disturbances, such as voltage dips, overvoltage, harmonic distortion and frequency variations. It is necessary to set an islanding protection immune to
the worst case for islanding detection is represented by a condition of balance of the active and reactive power in which there is no change in amplitude and frequency, i.e. $\Delta P = 0$ and $\Delta Q = 0$. It is straightforward that a small $\Delta P$ results in an insufficient change in voltage amplitude and a small $\Delta Q$ results in an inadequate change in frequency to effectively disconnect the PV and prevent islanding.

It is possible to calculate the NDZ area from the mismatches of active and reactive power and to set the values of the threshold for frequency and amplitude of the voltage (Figure 5.1(b)). The probability that $\Delta P$ and $\Delta Q$ fall into the NDZ of OUV/OUF (over/under voltage and frequency) can be significant. Because of this concern, the standard over/under voltage and frequency protective devices alone are generally considered to be insufficient anti-islanding protection and thus they must be combined with other islanding detection methods, as explained in the following.

### 5.3 Overview of Islanding Detection Methods

Three main approaches can be employed for islanding detection:

- Grid-resident detection.
- External switched capacitor detection.
- Inverter-resident detection.

First two methods methods require either a communication system through the power line or an external switched capacitor at the PCC in order to detect the islanding condition accurately, which increases the system complexity and its economical costs.

The grid-resident methods are based on the communication between the grid and PV inverters and are completely different from the other inverter-resident techniques. In fact, a transmitter (T) is installed near the line protection switch and a receiver (R) is positioned in the PCC in the proximity of the inverter, as shown in Figure 5.2(a) [3]. The system uses a PLCC (power line carrier communications) line whose support is the power grid. Under normal conditions of operation a specific frequency signal is sent to the receiver using the energized power lines.

When a PV inverter cannot ‘hear’ the signal any more islanding is detected. The main problems remain the high cost of broadcasting equipment and the fact that such a method requires the collaboration of grid operators to be implemented. The same goal can be achieved with a dedicated line of communication. This method is very good for islanding detection because it is independent from power flows and it does not present an NDZ. The evolution of
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Figure 5.2 (a) Grid-resident islanding detection methods based on communication and (b) switched external capacitor detection

Grid resident methods could be done using a SCADA (supervisory control and data acquisition) system even if the penetration of this communication systems in the low voltage distribution grid is limited to smart metering [4].

These methods have not been commercialized yet because of the high costs of installation, but the situation could change if PV penetration increases. They may be the ultimate islanding detection methods, also working perfectly in the case of multiple inverters operating in parallel, one of the hardest goals to achieve by all other methods.

External switched capacitor (ESC) detection is based on the concept that an external capacitor periodically switched on in parallel with the grid would produce a zero-crossing delay proportional to the grid impedance. The method has been successfully implemented some years ago as a separate device connected at the PCC in parallel with PV inverters to comply with an ENS standard (like, for example, the product ENS 32 by UfE GmbH). The VDE 0126-1-2006 has relaxed the impedance detection and an anti-islanding compliance can be achieved by software algorithms (inverter-resident methods). The ESC method can be used in applications with multiple inverters in parallel where the islanding detection function can be implemented separately using only one device.
Inverter-resident detection relies exclusively on software implementation inside the PV inverter control platform and can use:

- Passive methods.
- Active methods.

The passive methods are based on detection of a change of a power system parameter (typically amplitude, frequency, phase or harmonics of the voltage) caused by the power mismatch after the disconnection. Passive methods have nonzero NDZ and are typically combined with active methods to improve the reliability.

The active methods generate a disturbance in the PCC in order to force a change of a power system parameter that can be detectable by the passive methods. With active methods, the NDZ can be significantly reduced; however, they have the potential to affect power quality and to generate instability in the grid, especially if more inverters are connected in parallel.

5.4 Passive Islanding Detection Methods

The passive methods are based on monitoring grid parameters that typically change during islanding. In the following the most relevant passive islanding detection methods are described. Some of the classical methods are described with a more overview character while some novel methods are described in more detail.

5.4.1 OUF–OUV Detection

All grid-connected PV inverters are required to have an over/under frequency (OUF) and over/under voltage (OUV) protection window that causes the PV inverter to cease supplying power to the utility grid if the values in the PCC are out of this window (see Figure 5.2(b)). As described in Chapter 3, the typical ranges for the voltage–frequency working window are $+10\%–15\%$ in voltage and $\pm 1$ Hz in frequency around the nominal values (in some countries there can be slightly different values).

Voltage and frequency monitoring is typically used in order to trip the inverter in case of OUV or OUF and thus islanding detection is achieved. However, when the amount of power mismatch at the PCC due to islanding is very small it may fail to detect islanding as voltage and frequency variations could be too small to hit OUF or OUV. The worst case for islanding detection is represented by a condition of balance of the active and reactive power in which there is no change in amplitude and frequency, i.e. $\Delta P = 0$ and $\Delta Q = 0$. The minimum values for $\Delta P$ and $\Delta Q$ that would hit the OUF or OUV can be determined analytically as:

For OUF:

$$ q \left( 1 - \left( \frac{f}{f_{\text{min}}} \right)^2 \right) \leq \frac{\Delta Q}{P_{DG}} \leq q \left( 1 - \left( \frac{f}{f_{\text{max}}} \right)^2 \right) $$

(5.7)
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For OUV:

$$\left( \frac{V}{V_{\text{max}}} \right)^2 - 1 \leq \frac{\Delta P}{P_{\text{DG}}} \leq \left( \frac{V}{V_{\text{min}}} \right)^2 - 1 \tag{5.8}$$

Thus the NDZ can be precisely determined, but in most cases this method is considered to be insufficient as anti-islanding protection complying with the PV standards (e.g. IEEE 1574).

Another important factor for the reliability of this method is the accuracy in monitoring the voltage and frequency. The grid is subject to numerous disturbances as voltage dips, overvoltage, harmonic distortion and frequency variations. Fast and high accuracy voltage monitoring techniques showing robustness over grid background harmonics and disturbances are reported in reference [5], where different phase-locked loop (PLL) structures are analysed, or in reference [6], where a frequency-adaptive PLL scheme is proposed. These are described in detail in Chapter 4.

5.4.2 Phase Jump Detection (PJD)

This method observes the phase difference between the inverter terminal voltage and its output current, which typically occurs during islanding due to a reactive power mismatch. In contrast with the OUF method, the phase can change much faster than the frequency, so much faster island detection is theoretically possible. This method can be easily implemented using the zero-cross detection synchronization methods, where the phase of the current is updated once every zero-crossing of the voltage and thus it is possible to detect the eventual phase jump. However, as nowadays fast PLL are typically implemented for more robust synchronization, this phase jump can become negligible since the PLL forces the current to resynchronize with the voltage after islanding, minimizing the phase jump. A possible solution is to implement two PLLs, one fast for synchronization (e.g. with a settling time in the range of 50–100 ms) and one very slow for islanding detection (e.g. with a settling time of 1–2 s). As the slow PLL will ‘filter out’ the phase jump, it is possible to detect the phase jump by comparing the phase calculated by the two PLL. However, it is still difficult to choose the correct threshold for obtaining a reliable islanding detection as phase jumps in the grid voltage occur quite frequently due to, for example, switching reactive loads (capacitor banks, induction motors, etc.) and can result in nuisance trips. Also for three-phase DG systems, which are allowed to work with nonunity PF, like, for example, wind turbines, this method could lead to nuisance trips.

As with all passive methods, the NDZ cannot be zero as during islanding without any power mismatch the phase of the voltage will not change.

5.4.3 Harmonic Detection (HD)

The DG interface inverter, even if perfectly controlled to work as an ideal current source, produces harmonics due to switching (high order harmonics), dead-time and semiconductor voltage drop (even harmonics) or ripple of the DC link voltage (odd harmonics). These harmonics are maintained low to comply with standard regulations (e.g. IEEE 1574 THD < 5%) by means of hardware solutions (typically filters) or compensation mechanisms embedded in the control algorithm. However, they generate an amount of voltage harmonics that depends...
on the level of grid impedance. As the grid impedance is usually low, these voltage harmonics are quite low and difficult to detect.

In the islanding mode, the grid impedance is now replaced by the load impedance, which can also be much higher with respect to the grid impedance (at least on order of magnitude for a low-voltage DG), so the harmonics level in the voltage will be increased significantly and can be used as an indicator for islanding detection. If the electric grid is highly polluted or weak (high grid impedance) and the DG grid inverter is optimally controlled the harmonic level can decrease. In reference [2] two thresholds are proposed: one related to the distortion that can be expected in the grid voltage and the second related to the distortion that will be produced during islanding by either of the inverter harmonics amplified by the local load or nonlinear loads. If the system distortion is outside these two thresholds it means that the system is in the islanding condition because the harmonic distortion is either too low or too high. Either the THD of the voltage or the amplitude of the most important harmonics (3rd, 5th, 7th, 9th, 11th) can be used as an indicator.

The main advantage of this method is that it is one of the few passive methods that can theoretically reduce the NDZ to zero because it does not depend on the power mismatch between active and reactive powers produced by the PV-system and absorbed by the loads. However, there are also few shortcomings of this method:

- Connection/disconnection of nonlinear loads may change the harmonic condition and can be interpreted as an event of islanding.
- No-load transformers, which are known for generating high amounts of 3rd harmonic.
- Some DG inverters may increase the voltage background distortion in an effort to inject ‘clean’ currents.

The main difficulties related to the application of this method are in the choice of the parameters that should be evaluated (harmonics or indexes that combines some of them) for islanding detection and in the choice of the thresholds. In fact, it is not easy to discriminate between the harmonic pollution created by the grid, by the loads and by the DG unit, and hence to guarantee not only the islanding detection but also to avoid a false trip. The main challenge to engineers is to make the method selective with respect to normal change in the harmonic situation that may appear as islanding conditions. Some studies have highlighted the relation between the DC link ripple of the DG unit, the grid impedance and the amount of harmonic generated by the DG unit [2] in order to give some guidelines for tuning the method and its thresholds. However, most of the studies are related to the choice of the indicators, with the aim to increase the robustness of the HD (minimize the NDZ and maximize the selectiveness of the method).

Three approaches are proposed in the following: the first is suitable for three-phase DG because it is based on an unbalance evaluation; the second is based on the Kalman filter estimation of the 3rd, 5th and 7th harmonic variations; and the third is based on the wavelet and is an attempt to evaluate a portion of the frequency spectrum that is subjected to larger variations in the case of the islanding condition.

The HD method modified by taking into account the system unbalance is the result of the consideration that the detection method in general can fail if the load has strong low-pass characteristics, which occurs for loads with a high value of the quality factor $Q$ or when the inverters have high-quality, low-distortion outputs. In order to increase the reliability of this method several other indicators, such as, for example, voltage unbalance, can be used.
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Thus in reference [7] the averaged \( \text{THD} \) of the current (5.9) is combined with information about voltage unbalance, obviously applicable for three-phase DPGS. Thus, \( VUB_{avg} \), the variation in the voltage unbalance (5.10), and \( V_{avg} \), the three-voltage amplitude variation (5.11), are defined. All these parameters are averaged over one cycle and are used together with the one-cycle variation (\( \Delta \text{THD} \), \( \Delta VUB_{avg} \) and \( \Delta V_{avg} \)) in order to increase the sensitivity of this method.

\[
\text{THD}_{avg}[\%] = \frac{1}{T} \int_0^T \left[ \frac{\sqrt{\sum_{h=1}^{n} I_h^2}}{I_1} \times 100 \right] \, dt \tag{5.9}
\]

\[
VUB_{avg} [\%] = \frac{1}{T} \int_0^T \left[ \frac{\max (V_a, V_b, V_c) - \min (V_a, V_b, V_c)}{\frac{1}{3} (V_a + V_b + V_c)} \times 100 \right] \, dt \tag{5.10}
\]

where \( V_a, V_b, V_c \) denote RMS values of phase voltages and \( T \) is the grid period

\[
V_{avg} [V] = \frac{\pi}{3\sqrt{2}} \int_0^T [\max (v_a, v_b, v_c) - \min (v_a, v_b, v_c)] \, dt \tag{5.11}
\]

where \( v_a, v_b, v_c \) denote instantaneous values of phase voltages.

At every sampling time, this method calculates the \( \text{THD}_{avg} \) of phase \( a \) current, the averaged unbalance \( VUB_{avg} \) and \( V_{avg} \), the averaged amplitude variation. In the first, it checks whether the \( V_{avg} \) is lower than the preset value (0.5 p.u.). If it is, then the trip signal is generated immediately. This will be a typical islanding due to a large variation in the loading for the DG. Otherwise, the method checks the other monitoring parameters \( \text{THD}_{avg} \) and \( VUB_{avg} \). If there is still no islanding condition detection, the algorithm tests the one-cycle variation of these variables according to the rule:

\[
(\Delta\text{THD}_{avg} > 75 \%) \text{ OR } (\Delta\text{THD}_{avg} < -100 \%) \text{ AND } (\Delta VUB_{avg} > 50 \%) \text{ OR } (\Delta VUB_{avg} < -100 \%)
\tag{5.12}
\]

If the logical condition (5.12) is true for more than one cycle, the trip signal is generated, signalling the islanding condition due to little variation in the loading for DG. Thus a highly sensitive islanding detection can be achieved.

The method, described in reference [8], based on the use of the Kalman filter estimation of the 3rd, 5th and 7th harmonic variations, exploits the natural sensitivity to disturbances of a grid voltage sensorless control to highlight the islanding condition, as shown in Figure 5.3(a). The algorithm evaluates not only the absolute value of the grid voltage harmonics but also the variation of the spectrum power density (energy). Often DPGS controllers adopt harmonic compensators that produce a voltage contribution to the control action used to null the harmonic voltage drop on the grid filter and as a consequence the current harmonics. The contribution of the harmonic compensators can be considered as an estimate of the background distortion and compared with the measured one (see Figure 5.3(b)).
The third method reviewed in this chapter in the category of the HD method is a wavelet-based detection method, described in reference [9], which can detect the islanding condition from local measurements of PCC voltage and current signals, as in the case of passive methods, but evaluates the high-frequency components injected by the PV inverter, which depend on the characteristics of the employed pulse width modulator, LCL filter and current controller, to
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Figure 5.4 Frequency behaviour of the DG unit with the LCL filter when it is connected to the grid (on) and when it is working in the islanding condition (off) reveal the islanding condition, as done by active methods. As shown in Figure 5.4, the spectrum of the PV inverter output power suffers a small variation, after the islanding operation mode, over a continuous and relatively wide frequency band. Passive harmonic detection methods, based on DFT, do not allow these variations to be detected due to their low resolution, which depends on the number of selected harmonics. As a consequence, wavelet filter banks are proposed for tracking purposes of such spectrum variations in a properly selected frequency band.

5.4.4 Passive Method Evaluation

In order to determine the islanding condition more accurately, the different individual detection methods can be operated simultaneously. The reliability of passive methods is limited as there will always be a nonzero NDZ for small power unbalances. Thus passive methods are often combined with active methods. A performance comparison of the passive methods has been reported in Table 5.2 as outlined in references [2] and [11].

<table>
<thead>
<tr>
<th>Method</th>
<th>NDZ</th>
<th>Trip time (power balance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OUV</td>
<td>$-17% \leq \Delta P \leq 24%$</td>
<td>Not applicable</td>
</tr>
<tr>
<td>OUF</td>
<td>$-5% \leq \Delta Q \leq 5%$</td>
<td>Not applicable</td>
</tr>
<tr>
<td>PJD</td>
<td>$-5% \leq \Delta Q \leq 5%$</td>
<td>Not applicable</td>
</tr>
<tr>
<td>HM</td>
<td>Absent</td>
<td>It can be less than 200 ms</td>
</tr>
</tbody>
</table>
5.5 Active Islanding Detection Methods

The central concept of active methods relies on the generation of small perturbations at the output of the PV inverter generating small changes in one of the power system parameter (frequency, phase, harmonics, $P$, $Q$). The targeted actions are:

- Frequency drifts enough to activate OUF protection in due course.
- Voltage drifts enough to activate OUV protection in due course.
- Grid impedance estimation and thus indirectly to detect the islanding.
- PLL-based estimation.
- Negative sequence detection.

This concept has generated a very large number of ideas, materialized in publications and patents, as the ways of implementing it can be very different. Generally, the active methods, usually in combination with passive methods, lead to islanding without NDZ, as required by IEEE 1574 or VDE 0126-1-2006. Comprehensive evaluation of the most known techniques is reported in references [1], [12] and [13].

In the following the main concepts of the most relevant active AI methods are described.

5.5.1 Frequency Drift Methods

These methods target the grid frequency drift by disturbing the frequency reference with, for example, a positive feedback. As long as the grid is present, it is obvious that the frequency cannot be drifted, but when the grid is disconnected, the disturbance will be able to drift the frequency until it hits OUF protection. Several implementations exist as in the following.

5.5.1.1 Active Frequency Drift (AFD)

The output current waveform is slightly distorted, presenting a zero current segment for a drift-up operation [14]. This is done by forcing the current frequency to be slightly ($\delta f = 0.5 - 1.5$ Hz) higher than the voltage frequency in the previous cycle and keeping the inverter current equal to zero from the end of its negative semi-cycle to the positive zero-crossing of the voltage (as shown in Figure 5.5).

The so-called ‘chopping factor’ for AFD is defined as

$$cf = \frac{2T_z}{T} = \frac{\delta f}{f + \delta f} \quad (5.13)$$

where $T_z$ is the zero time of the AFD signal and $T$ is the period of the utility voltage.

The inverter reference and the phase for this method in the steady state are

$$i^* = \sqrt{2} I \sin \left[ 2\pi \left( f + \delta f \right) \right] t$$

$$\theta_{AFD} = \pi f T_z = \frac{\pi \delta f}{f + \delta f} \quad (5.14)$$
Thus, there is a continuous trend to change the frequency but the grid presence will prevent this. In an island, the frequency will be drifted away and eventually tripping of the OUF protection. According to reference [15], the NDZ cannot be reduced to zero and it will be dependent on the quality factor of the LC load (\(Q\)) and of \(\delta f\) being very close to the OUF–OUV method for high \(Q\) loads.

### 5.5.1.2 Slip-Mode Frequency Shift (SMS)

In this scheme, a *positive feedback* is applied to the phase of PCC voltage to destabilize the inverter by changing the short-term frequency [1]. The phase angle of the inverter is made a
function of the frequency, as depicted in Figure 5.5(b). The phase response curve of the inverter is designed such that the phase of the inverter increases faster than the phase of the (RLC) load with a unity-power factor in the region near the utility frequency. If the utility is tripped and the frequency of PCC voltage is distorted, the inverter phase response curve increases the phase error and, hence, causes instability in the frequency. This instability further amplifies the perturbation of the frequency of PCC voltage and the frequency is eventually driven away until it hits OUF protection.

The inverter reference and the phase for this method in the steady state are

$$i^* = \sqrt{2} I \sin (2\pi ft + \theta_{\text{SMS}})$$

$$\theta_{\text{SMS}} = \theta_m \sin \left( \frac{\pi}{2} \frac{f_i - f}{f_m - f} \right)$$

(5.15)

where $f_m$ is the frequency at which the maximum phase shift $\theta_m$ occurs. For this method it is possible to obtain zero NDZ for a given $Q$ by choosing $f_m$ and $\theta_m$ that satisfy the condition [15]:

$$\frac{\theta_m}{f_m - f} \geq \frac{12Q}{\pi^2}$$

(5.16)

For $Q = 2.5$ (as in IEEE 929-2000) for $f_m - f = 3$ Hz, a typical $\theta_m = 10^\circ$ results.

5.5.1.3 Sandia Frequency Shift (SFS)

Also called active frequency drift with positive feedback (AFDPF), this is an extension of the AFD method and is another method that utilizes positive feedback. In this method, it is the frequency of voltage at PCC to which the positive feedback is applied. To implement the positive feedback, the 'chopping fraction' from AFD is made to be a function of the error in the line frequency [1]:

$$cf = cf_0 + k(f - f_n)$$

(5.17)

where $k$ is the acceleration gain, $cf_0$ is the chopping factor when there is no frequency error and $f - f_n$ is the difference between the estimated frequency and nominal value.

When connected to the utility grid, minor frequency changes are detected and the method attempts to increase the change in frequency; however, the stability of the grid prevents any change. When the utility is disconnected and as $f$ increases, the frequency error increases, the chopping fraction increases and the PV inverter also increases its frequency. The inverter thus acts to reinforce the frequency deviation, and this process continues until the frequency reaches the threshold of the OUF. According to reference [15] the NDZ can be reduced to zero for $Q < 4.8$ by choosing $cf_0 = 0.05$ and $k = 0.01$. This method will distort the current, but for these values the THD of the current can be kept under the 5% limit.

This method is typically combined with the complementary method SVS (Sandia voltage shift) [1] to maximize the islanding performance.
5.5.1.4 Active Frequency Drift with Pulsating Chopping Factor (AFDPCF)

In reference [10] an improved SFS method is reported where the chopping factor, instead of depending on a gain, has an alternating pulse shape leading to faster frequency drift during islanding:

\[
\text{cf} = \begin{cases} 
\text{cf}_{\text{max}} & \text{if } T_{\text{cfmax\_on}} \\
\text{cf}_{\text{max}} & \text{if } T_{\text{cfmin\_on}} \\
0 & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (5.18)

where \(\text{cf}_{\text{max}}\) and \(\text{cf}_{\text{min}}\) are the maximum and minimum values of \(\text{cf}\) respectively, as depicted in Figure 5.6(a).

![Diagram](a)

![Diagram](b)

Figure 5.6 (a) Chopping fraction in AFDPCF and (b) current \(THD\) as a function of the chopping fraction
Actually, the frequency is pushed to increase in one period and then to decrease in the second period. The positive and negative values of the chopping factor can be set using an analytical calculation by imposing a certain grid current $THD$ as required by standards. Figure 5.6(b) depicts the dependence of current $THD$ on the chopping factor. Thus, complying with the power quality standard can be guaranteed.

Also the potential for parallel operation is higher than the previous AFD base method. The same authors have recently proposed in reference [16] a combination of AFD and SMS where both frequency and current starting phase are changed using software PLL technology. Thus a robust method is obtained with more design flexibility, leading to customized NDZ with minimal $PQ$ degradation. The design procedure complexity is still being increased and needs to be clarified.

5.5.1.5 GE Frequency Shift (GEFS)

This is another frequency drift AI method based on positive feedback like SFS. Here the reactive current reference is augmented with a positive feedback derived from the frequency estimation, with proper filtering and gain in order to maintain the stability [17]. Increasing the reactive current reference will lead to higher reactive power, which in the case of islanding on the RLC load will further increase the frequency, causing it to be quickly pushed outside the OUF limits, as shown in Figure 5.7(a).

As typically the frequency positive feedback is implemented in combination with the voltage positive feedback method, both methods are illustrated in Figure 5.7(a).

By injecting continuous feedback signals into the grid, which has a spectral content confined to a very narrow band around the fundamental frequency, the $THD$ degradation is negligible. As a result, the positive feedback gain for GEFS is not limited by the power-quality constraint as in the case of SFS, leading to the possibility of obtaining a very small NDZ. The GEFS also has good potential for parallel connection of inverters.

In reference [18] an interesting approach is introduced where the magnitude of the phase shift between the voltage and current (typically null) is modulated with a 1 Hz value. When grid power is available, the phase shift has no more effect than a slow variation of the current around the average value, and does not change the power being delivered to the grid. When grid power is lost and the load is resonating, the phase modulation throws the resonance off-balance and modifies the resonant voltage frequency. This change of voltage and/or frequency is detected by the OUF or OUV protection and immediately initiates a shutdown signal to the inverter system.

5.5.1.6 Reactive Power Variation (RPV)

The concept here is to add a harmonic disturbance signal (typically low frequency) in the reference of the reactive current $i_q^*$. In the presence of the grid, this disturbance will try to modulate the voltage frequency with the disturbing one but will not be able to due to the stiff character. In the islanding situation, the voltage will depend linearly on the current and the frequency variations will be present and can be detected. In reference [19], 1 Hz – 1 % harmonic current is added to the reactive current reference with very reliable detection that is not sensitive to the grid impedance. A frequency deviation detector is used to count the half-periods between the zero-crossing that deviates from the rated frequency. After a
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Figure 5.7  (a) Frequency and voltage positive feedback flowchart and (b) control scheme.
predetermined count the trip signal is generated. Shorter detection times can be obtained by increasing the frequency of the harmonic current, if desired, but keeping its amplitude low.

In reference [20], even lower and slower 0.5 Hz – 0.33 % harmonic current is added to the reactive current reference. The detection mechanism is based on the fact that during islanding a small phase change between the current and voltage will be produced, and this is effectively detected by the passive PJ method measuring the phase difference of two PLLs: one fast for the current and one slow for the voltage. This islanding method creates almost undetectable power quality degradation.

In reference [21], step variations of $Q$ in the range of 2.5 % of the rated kVA are used instead of harmonic distortions. The periodical alteration of the reactive power component makes a phase difference between the output voltage and current of the system during islanding. The phase difference induces an increase or decrease of the frequency of load voltage that eventually hits the OUF protection.

An interesting analysis of grid frequency variation using RPV is reported in reference [22], where an analytical approach is used to design RPV optimally for specific harmonic requirements.

5.5.2 Voltage Drift Methods

These methods target the grid voltage drift either by positive feedback of the current or by varying the reactive power $Q$. As long as the grid is present, the voltage cannot be drifted, but when the grid is disconnected, the disturbance will be able to drift the voltage until it hits OUV protection. Several implementations exist as in the following.

5.5.2.1 Sandia Voltage Shift (SVS)

In this method the amplitude of the voltage acts as a positive feedback to the current reference [1]. Thus, if there is a decrease in the amplitude of voltage at the PCC (usually it is the RMS value that is measured in practice), the PV inverter reduces its current output and thus its power output. If the utility is connected, there is little or no effect on the voltage when the power is reduced. When the utility is absent and there is a reduction in voltage, there will be a further reduction in the amplitude, as dictated by the Ohm’s law response of the (RLC) load impedance to the reduced current. This additional reduction in the amplitude of voltage leads to a further reduction in PV inverter output current, leading to an eventual reduction in voltage that can be detected by the UVP. It is possible to either increase or decrease the power output of the inverter, leading to a corresponding OVP or UVP trip. It is, however, preferable to respond with a power reduction and a UVP trip as this is less likely to damage load equipment.

The same concept with slightly different implementation has been developed by GE as a voltage islanding scheme, as shown in Figure 5.7(b). Useful design guidelines for the gain and band-pass filter of the positive feedback signals are reported in reference [17].

5.5.3 Grid Impedance Estimation

Especially for compliance with the old VDE 0126 or the first option in VDE 0126-1-1 (ENS), where a specific increase of 0.5 Ω in the grid impedance should be detected at a perfect balanced local load, more complex methods aiming at accurate impedance estimation have
been developed. The concept is that a certain disturbance, such as harmonic injection or PQ variation, is used to estimate the grid impedance based on the response of the grid. The main methods are as follows.

5.5.3.1 Harmonic Injection (HI)
HI is based on injection of noncharacteristic harmonic current and extraction of the resultant voltage harmonic, which is dependent on the grid impedance at that frequency. This assumes that these frequencies are normally not present in the grid voltage so the voltage detected at this frequency will be only the voltage drop over the grid impedance.

In reference [23], first two equidistant injection frequencies (40 Hz and 60 Hz for a 50 Hz grid) are used and linear extrapolation is used to estimate the grid impedance at these frequencies and then interpolate for 50 Hz. Another method using only one frequency (75 Hz) is reported in reference [24]. A further development of this method is reported in reference [25], where higher frequencies (400–500 Hz) and zero-crossing synchronization of harmonic injection lead to less grid disturbance, as shown in Figure 5.8.

The grid-connected inverter is used directly to inject the harmonic current by adding a harmonic voltage to the inverter voltage reference, as can be seen in Figure 5.9, where $\theta_{PLL}$ represents the grid phase angle as provided by the PLL, $I_g$ the actual grid current, $I^*_g$ the grid current reference, $V_{h12}$ the injected voltage harmonics and $V^*_{PWM}$ the inverter voltage reference.

The voltage and current harmonics are estimated using an algorithm based on removing the fundamental frequency and filtering using tuned resonant filters. The noncharacteristic frequencies are chosen not to interact with the current controller in the case when the proportional resonant current controller with harmonics compensation is used and should not be near the output filter resonance frequency.

Extrapolating the estimated impedance at 400 Hz and 600 Hz to the low grid frequency leads to some limited accuracy in the estimation of the absolute value due to nonlinearity of the impedance. However, for the detection of a 0.5 $\Omega$ jump, as required by VDE 0126-1-2006, it can work satisfactorily.

The processing algorithm proposed is shown in Figure 5.9(b). The grid parameters are calculated by solving the following set of equations:

$$\begin{align*}
Z_1^2 &= R_g^2 + \omega_1^2 L_g^2 \\
Z_2^2 &= R_g^2 + \omega_2^2 L_g^2 \\
L_g &= \sqrt{Z_1^2 - Z_2^2} / \omega_1 - \omega_2 \\
R_g &= \sqrt{(\omega_1^2 Z_2^2 - \omega_2^2 Z_1^2) / \omega_1^2 - \omega_2^2} \\
Z_g &= \sqrt{R_g^2 + \omega_g^2 L_g^2}
\end{align*}$$

where $\omega_1$, $\omega_2$ denote injected harmonic frequencies; $Z_1$, $Z_2$ are the impedances calculated for $\omega_1$, $\omega_2$; and $R_g$, $L_g$ are the resistive and inductive parts of the grid.
Another interesting work is reported in reference [26] where the existing voltage harmonic compensator is used to estimate the grid impedance indirectly. Basically, finding the amount of voltage to compensate a specific harmonic is equivalent to measuring the grid impedance at that frequency.

HI has been successfully used as an islanding detection method complying with ENS requirements, but it exhibits an inaccurate estimation and nuisance trips when multiple inverters are operating in parallel. In reference [27] a method is proposed to avoid concurrent injection with multiple inverters.
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Figure 5.9 Double harmonic injection: (a) injection and (b) processing

5.5.3.2 Grid Impedance Estimation by Active Reactive Power Variation (GIE-ARPV)

This method is based on the fact that the grid impedance can be calculated by using two stationary working points, as shown in Figure 5.10, and solving the voltage Kirchhoff law. This is because normally there are two unknowns in the circuit, the grid impedance and the voltage at the power supply terminals. The latter can be eliminated if two sets of measurements are available, as expressed below.

\[ V_{sl1}, V_{sl2} \]

\[ I_{sl1}, I_{sl2} \]

\[ Z_{sl1} \]

\[ Z_{sl2} \]

\[ R_s \]
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Figure 5.10 Grid impedance estimation by using two stationary working points
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The voltages, $V_1$ and $V_2$, represent the voltage at the PCC ($V_{PCC}$) for the working points 1 and 2. By subtracting $V_2$ from $V_1$, the unknown variable $V_g$ is avoided:

$$\begin{align*}
V_1 &= I_1Z_g + V_g \\
V_2 &= I_2Z_g + V_g
\end{align*}$$

(5.23)

$$V_1 - V_2 = Z_g(I_1 - I_2) \leftrightarrow \Delta V = Z_g\Delta I$$

(5.24)

The relation of the grid impedance $Z_g$ can be written as

$$Z_g = R_g + j\omega L_g = \frac{V_1 - V_2}{I_1 - I_2}$$

(5.25)

Furthermore, the expressions of the resistance $R_g$ and inductance $L_g$ are given as

$$\begin{align*}
R_g &= \text{Re}\left(\frac{V_1 - V_2}{I_1 - I_2}\right) \\
L_g &= \frac{1}{\omega} \text{Im}\left(\frac{V_1 - V_2}{I_1 - I_2}\right)
\end{align*}$$

(5.26)

$$\begin{align*}
R_g &= \frac{\Delta V_d\Delta I_d + \Delta V_q\Delta I_q}{\Delta I_d^2 + \Delta I_q^2} \\
L_g &= \frac{\Delta V_q\Delta I_d - \Delta V_d\Delta I_q}{\Delta I_d^2 + \Delta I_q^2} \omega
\end{align*}$$

(5.27)

It can be seen that the calculation algorithm for the grid impedance is less complicated in contrast with harmonic injection. The only problem is how to make the inverter move to different stationary working points.

In reference [28] small pulse variations of $P$ are used to determine the resistive part and small $Q$ variations to determine the inductive part of the grid impedance. A voltage control loop is employed to avoid flickering. An improvement of this method is reported in reference [29] where it is demonstrated that if the grid converter is providing voltage control at PCC by droop control it creates natural $P$ and $Q$ variations necessary for the grid impedance estimation.

5.5.4 PLL-Based Islanding Detention

This method, reported in reference [30], takes advantage of the existing PLL structure responsible for the synchronization of the inverter output current with the grid voltage and is based on the deliberate alteration of the derived angle of the inverter current angle ($\theta_{PLL}$). In particular, a sinusoidal signal ($\sigma_{inj}$) synchronized with the cycle is added to $\theta_{PLL}$ in order slightly to modify the inverter current phase. A feedback signal is then extracted from the voltage at the PCC.
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\[ v^* = q v \omega \int \theta \epsilon_{\alpha\beta} dq \]

\[ V_{PI} d v = \theta \sin \text{mod}(2\pi) \]

\[ \sigma_{inj} = k \sin \theta_{PLL} \] (5.28)

where the gain \( k \) is used to choose the amount of disturbance needed for the islanding detection. The resulting phase angle reference for the current becomes

\[ \sin \theta^*_{inv} = \sin(\theta_{PLL} + \sigma_{inj}) = \sin(\theta_{PLL} + k \sin \theta_{PLL}) \] (5.29)

which, after some transformation, can be approximated by

\[ \sin \theta^*_{inv} = \sin \theta_{PLL} + \frac{k}{2} \sin 2\theta_{PLL} \] (5.30)

Thus, for small values of \( k \) (e.g. for \( k < 0.05 \)), the addition of \( k \sin \theta_{PLL} \) to \( \theta_{PLL} \), as provided by the PLL, is equivalent to the addition of a second-harmonic signal \( (A \sin 2\theta_{PLL}) \) without affecting the amplitude, as shown in Figures 5.12 and 5.13.

The response of the grid will be a voltage second harmonic with amplitude related to the grid impedance value, as shown in Figure 5.14.

This feedback signal can be extracted from the voltage at PCC after the Park transform (from \( v_q \)), which, due to the transformation, will become the first harmonic and can be extracted using a tuned resonant filter. The signal processing is described in Figure 5.15, where \( \lambda_{Amp} \) is the amplitude of the feedback signal extracted from \( v_q \), \( \lambda_{Amp/avg50} \) is the 50 Hz average of the signal \( \lambda_{Amp} \), \( \lambda_{Amp/avg5} \) is the 5 Hz average of the signal \( \lambda_{Amp/avg50} \) and \( \delta \) represents the difference between the actual value of \( \lambda_{Amp/avg50} \) and the delayed value of \( \lambda_{Amp/avg5} \).

When the islanding occurs, this is also reflected in the grid impedance value. The change in the grid impedance value is then detected in the feedback signal in the form of \( \delta \). Then, following the algorithm shown in Figure 5.15, a trip signal is generated.

![Figure 5.11 PLL-based islanding method](image-url)
Figure 5.12  (a) The effect of the injected signal ($\sigma_{inj}$) for the inverter phase angle reference ($\theta_{inv}^*$) at normal operation and (b) when the amplitude of the injected signal is 10 times larger than necessary.
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Figure 5.13  (a) The effect of the injected signal ($\sigma_{inj}$) for the grid current reference in p.u. ($\sin(\theta^{\ast}_{inv})$) at normal operation and (b) when the amplitude of the injected signal is 10 times larger than necessary in order to illustrate the method
Figure 5.14 The relation between the feedback signal and the grid impedance: (a) grid resistance $R_g$ and (b) grid inductance $L_g$.

Figure 5.15 Signal processing for islanding detection.
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The flowchart of the islanding detection algorithm is presented in Figure 5.16. The algorithm is described as follows:

- The component $\delta$ is compared to a threshold value.
- When $\delta$ is larger than the threshold value a timer is started.

The time value of the timer is named $t_t$ and its initial condition is 0 s. If the $\delta$ remains larger than the threshold value for more than 0.2 s the inverter is tripped. Otherwise, if $\delta$ becomes smaller than the threshold value within 0.2 s, the timer is reset to 0 s. The threshold value and the tripping time can be chosen in accordance with one of the standards IEEE 929-2000, IEEE 1547.1-2005 or VDE 0126.1.1.

5.5.5 Comparison of Active Islanding Detection Methods

A synthetic comparison of the most relevant active islanding deduction methods, from the above described ones, is shown in Table 5.3, with the focus on reliability, power quality.
Table 5.3  Performance comparison of active AI methods

<table>
<thead>
<tr>
<th>AI active method</th>
<th>Reliability</th>
<th>Maintaining power quality</th>
<th>Suitability for parallel inverter operation</th>
<th>Potential for standardization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active frequency drift (AFD)</td>
<td>Medium, as it is not able to eliminate the NDZ</td>
<td>Low, as it introduces low harmonics</td>
<td>Low, as it cannot handle concurrent detections</td>
<td>Low, as more likely for the AFD with positive feedback</td>
</tr>
<tr>
<td>Slip mode frequency shift (SMS)</td>
<td>Medium, as it is not able to eliminate the NDZ</td>
<td>Medium, as PF is affected but no harmonics are injected</td>
<td>Low, as it cannot handle concurrent detections</td>
<td>Low</td>
</tr>
<tr>
<td>Sandia frequency shift (SFS+SVS)</td>
<td>High, as it can eliminate NDZ but is susceptible for parasitic trips</td>
<td>Medium, as with continuous drifting the PQ can be affected</td>
<td>Medium, as it can work with parallel inverters but PQ can be affected</td>
<td>Medium, as more likely for the improved AFDPCF or GEFS</td>
</tr>
<tr>
<td>Active frequency drift with pulsating chopping factor (AFDPCF)</td>
<td>Medium high, as usually it leads to longer detection times as AFDPF but stability is controlled</td>
<td>High, as it introduces harmonics but THD can be controlled</td>
<td>High, but limited in case one inverter is increasing frequency while another is decreasing it</td>
<td>High, as both stability and THD degradation can be controlled</td>
</tr>
<tr>
<td>General Electric frequency shift (GEFS)</td>
<td>Very high, as NDZ can be eliminated and stability can be controlled</td>
<td>Very high, as practically no influence on THD</td>
<td>High, but not unlimited; according to GE more research is needed</td>
<td>High, as no degradation of THD is made</td>
</tr>
<tr>
<td>Reactive power variation (RPV)</td>
<td>Moderately high, as it can eliminate NDZ</td>
<td>High, as no harmonics are injected, only the PF can be slightly reduced</td>
<td>Low, as frequency changes at PCC can be also caused by other inverters</td>
<td>Low, due to low suitability for parallel operation</td>
</tr>
<tr>
<td>Grid impedance estimation–harmonic injection (GIE-HI)</td>
<td>High, as NDZ can be eliminated; there is potential for parasitic trip depending on grid impedance</td>
<td>Medium, depending on time between injections</td>
<td>Low, as readings can be influenced during parallel injection</td>
<td>Low, as ENS has now softened the requirements and accepted IEEE 1547 as an alternative</td>
</tr>
<tr>
<td>Grid impedance estimation–external capacitor switching (GIE-ESC)</td>
<td>High, as it can eliminate NDZ</td>
<td>Low, as it introduces low harmonics</td>
<td>Low for inverter level implementation; it can be implemented as one unit for a group of inverters</td>
<td>Low, as for inverter level cannot compete with software anti-islanding methods</td>
</tr>
<tr>
<td>Grid communication (GC)</td>
<td>Very high, as long as communication is good; it does not depend on PQ mismatch</td>
<td>High (no influence on PQ)</td>
<td>Very high, just as it is dependent on communication reliability</td>
<td>Moderately high on long terms due to cost issues</td>
</tr>
</tbody>
</table>
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degradation, suitability for parallel inverter operation and the potential for standardization issues [13].

5.6 Summary

In this chapter the important function of islanding detection required for all grid-connected PV inverters is addressed.

Passive methods based on either voltage–frequency accurate monitoring or advanced filtering or harmonic deduction are evaluated in terms of the nondetection zone (NDZ).

Especially for active methods, many innovative methods have been reported based on the frequency drift, voltage drift, grid impedance estimation or PLL. All these methods are basically an introduction to small disturbances in the grid in order to deduct the grid presence.

The active methods are discussed and compared in terms of the performance in deduction (NDZ, reliability and suitability for parallel inverter operation).
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Grid Converter Structures for Wind Turbine Systems

6.1 Introduction

The connection of a wind turbine (WT) to the grid is a delicate issue. In fact, the stochastic power production of large-power wind turbines or wind-parks could create problems to the transmission line designed for constant power and to the power system stability. This important issue justifies the concerns related to increasing penetration of wind energy within the power system [1]. However, if the wind power plant (single large-power wind turbine or wind-park) would behave as a classical power source by allowing a decision to be made on how much power to inject and when, the main limitation to its use would cease to exist. The use of wind forecasting can help the management of a power system with a high penetration of wind power but cannot transform the wind system in a traditional power plant. A possible solution to the problem is in the use of suitable energy storage. However, this solution is not yet practical even if it will be part of the future power system scenario [2]. On the other hand, the increased use of power electronics, especially on the grid side, in connection with the control of the pitch angle of the blades can partially relive the problem, allowing the WT power plant to behave similarly to a conventional power plant. In this sense it should be noticed that the introduction of power converters in a variable-speed wind turbine has been mainly associated with the possibility of controlling the generator and as a consequence of controlling the active power in order to maximize the power extraction, leaving its limitation to the mechanical control of the blade angle (passive or active). Then the active power control has been viewed as a means to exercise the wind turbine system in a similar way to a traditional power plant, e.g. by providing reserve capability by means of delta control (i.e. producing less power than what is available in order to have the possibility of providing an indirect reserve). However, it is the use of a grid converter that gives to the modern wind turbine system (WTS) the capability of managing the reactive power exchange and allowing its participation in the voltage regulation.

In this chapter the focus is on the grid converter structures adopted in the WTS. The structures are classified as reduced power (for doubly fed generators) and full power. The
latter are further divided into single cell and multicell. In fact, in order to achieve an efficient and reliable management of higher power, two possibilities are given: to use high-power converters topologies (e.g. neutral point clamped) or to use several medium-power converters connected as series or parallel cells. In the chapter attention is paid also to the grid converter control structures, leaving to the following chapters the task of going into more detail. This introductory chapter on WTSs opens the second section of the book, introducing the topics of the following chapters dealing with grid regulations, grid monitoring and synchronization, grid converter control and control under grid faults.

6.2 WTS Power Configurations

The basic power configuration of a wind turbine system is made of two parts: a mechanical part and an electrical one (see Figure 6.1). The first subsystem extracts the energy from the wind and makes the kinetic energy of the wind available to a rotating shaft; the second subsystem is responsible for the transformation of the electrical energy, making it suitable for the electric grid. The two subsystems are connected via the electric generator, which is an electromechanical system and hence transforms the mechanical energy into electrical energy [3–7].

This description highlights the fact that there are three stages used to optimize the extraction of the energy from the wind and adapt it: one mechanical, one electromechanical and another one electrical. The first stage may regulate the pitch of the blades, the yaw of the turbine shaft and the speed of the motor shaft. The second stage can have a variable structure (pole pairs, rotor resistors, etc.), an external excitation and/or a power converter that adapts the speed or the torque of the motor shaft and the waveforms of the generator voltages/currents. The third stage adapts the waveforms of the grid currents. Power electronics converters may be present in the second and/or third stages [8].

This chapter focuses on the third stage. In Figure 6.2 a classification of the possible power converter solutions is reported [9, 10].

The main step that has led to controllable power electronics in a wind turbine has been made with the doubly fed induction generator (Figure 6.3(a)), where a wound rotor is fed by a back-to-back system with a rated power of 30% of the system power. However, in this case the speed range is quite limited (−30% + 30%) and the slip rings are needed in order to connect the converter on the rotor. The gear is still needed and the speed regulation via the rotor is used only to optimize power extraction from the wind.
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Figure 6.2 Scenario of the power conversion structures for variable-speed wind turbine systems
Figure 6.3 Reduced power back-to-back converter options: (a) a doubly fed induction generator with back-to-back connected to the rotor and (b) an induction generator with back-to-back connection only when the system is working at half-power or for reactive power compensation

It is worth noting that this is the first configuration allowing partial control on the grid electrical quantities. In fact, acting on a back-to-back converter it is possible to vary the injected active and reactive power [11]. In particular the rotor-side converter controls the rotor current in order to control the active and reactive power injected into the grid. The current-controlled rotor-side inverter can be seen as a controlled current source in parallel with the DFIG magnetization reactance. If in parallel to these two elements a Thevenin equivalent is substituted, the DFIG model will match the model of a synchronous generator and the active/reactive power control will be straightforward [11]. Moreover, the previously described approach allows the DFIG with a back-to-back converter to be treated with the same theory used to describe the behaviour of the grid converter, which is the subject of this book.

The DFIG system contributes to the definition of the short-circuit power because the stator is directly coupled to the grid. This means that during a fault in the grid, high currents are generated by DFIG and this is an advantage for the coordination of the protections that can detect the fault because of the consequent overcurrent. On the other hand this may limit the capacity of the DFIG system to stay connected to the grid if needed and to reduce the power injection acting as a rolling capacity in the grid to be used to restore the system stability after the fault unless a crowbar is adopted in order to limit to safe level current and voltages in the rotor circuit where the back-to-back power converter is used [12].
A further step in the improvement of the grid-side behaviour of the wind turbine system is made with the use of a squirrel cage induction generator and a reduced scale back-to-back power converter (Figure 6.3(b)). The back-to-back converter is only connected in two cases:

- At medium and low power the converter is used to optimize the power extraction and transfer to the grid (SW₁ open, SW₂ and SW₃ closed).
- At full power only the grid-side converter is connected to perform harmonic and reactive power compensations (SW₂ open, SW₁ and SW₃ closed).

The use of a full-power back-to-back converter (Figure 6.4) leads to an induction generator completely decoupled from the grid, and as a consequence this system has a complete rolling capacity being able to actively contribute to the limitation of the effects of grid faults and to the restoration of the normal grid operation after the fault. However the system does not contribute to the short-circuit power because the grid converter limits the fault current and as a consequence the protection coordination should be redesigned. This system can completely be at stand-by and operate in an island [13]. However, the gear is still needed and the power converter is full-scale.

A similar system can be obtained using an unsynchronized synchronous generator (Figure 6.5). This topology is termed ‘synchronous’ as the generated frequency is synchronous with the rotor rotation. However, because the generated frequency is not synchronized with the grid frequency, power electronics are necessary. The generator voltage is rectified with a fully controlled converter or with a diode-bridge plus a dc/dc, in case of permanent magnet
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generator, or with a diode-bridge plus a converter controlling the excitation, in case of
generator with independent excitation. Then a fully controlled inverter is adopted to connect
the system to the grid. Hence a full-scale back-to-back power converter is needed and a
reduced scale converter for the excitation may be used.

In case a multi-pole generator is used the gear-box is not necessary. It may therefore be an
ideal solution if the WT has to be installed in an extreme environmental condition characterized
by a very low temperature that may challenge the maintenance of the gearbox. Some producers
of large-power wind turbines prefer to use reduced gearboxes. These reduced gearboxes are
more reliable because they involve less rotating components and the inverter is integrated in
the nacelle, allowing full control of the active/reactive power produced by the generator.

The use of a synchronous generator with full-power back-to-back converters appears to be
the most successful configuration for the near future, gaining the doubly fed generator actual
market share.

6.3 Grid Power Converter Topologies

There are many demands on power converter topologies in wind turbine systems. The main
ones are: reliability, minimum maintenance, limited physical size/weight and low power losses.
The AC/AC conversion can be direct or indirect. In the indirect case there is a DC link that
connects two converters performing AC/DC and DC/AC conversions, while in the direct case
the DC link is not present. The advantage of the indirect conversion is the decoupling between
the grid and generator (compensation for nonsymmetry and other power quality issues) while
its major drawback is the need for major energy storage in the DC link (reduced lifetime
and increased expenses). However, the DC storage and consequent decoupling between the
generator and grid side can give an advantage to indirect conversion over a direct conversion
in the case of low-voltage ride-through and for providing some inertia in the power transfer
from the generator to the grid.

The main advantage of the direct conversion, such as the matrix converter topology, is that it
is a one-stage power conversion (and hence without intermediate energy storage). Moreover, it
presents several advantages, such as the thermal load of the power devices is better compared
to others, there is less switching losses than two-level back-to-back VSI as well as better
harmonic performance on the generator side than two-level back-to-back VSI (and maybe a
lower switching frequency). However, these advantages are balanced by many and well-known
disadvantages, such as the fact that this is not a proven technology requiring a higher number
of components (hence more conduction losses) and a more complex control part. Moreover,
the grid filter design is more complex and there is not a unity voltage transfer ratio. Also, the
absence of a DC link storage (generally the less reliable part of the converters and the most
subject to maintenance) makes this solution attractive, especially for offshore wind turbine
systems characterized by difficult maintenance. It has been the subject of a patent in the case
of a doubly fed induction generator.

6.3.1 Single-Cell (VSC or CSC)

The grid converter topologies can be classified into voltage-stiff (voltage-fed or voltage-source)
and current-stiff (current-fed or current-source) ones respectively, indicated with the acronyms
VSC and CSC (Figure 6.6). A third option is represented by the Z-source converter employing,
on the DC side, an impedance network with capacitors and inductors [14]. Depending on the main power flow direction they are named rectifiers or inverters, or in case they can work with both power flows they are bidirectional. Then they can be classified as phase-controlled (typically using thyristors and natural commutation synchronized with the grid voltage) or PWM using forced commutated devices. Grid converters for distributed power generation need to work as inverters, but they can benefit from bidirectional power flow in order to pre-charge the DC link.

In the case of the VSC a relatively large capacitor feeds the main converter circuit, a three-phase bridge. Six switches are used in the main circuit, each composed traditionally of a power transistor and a free-wheeling diode to provide bidirectional current flow and a unidirectional voltage blocking capability. The VSC needs both AC and DC passive elements. The passive elements, such as capacitors or inductors, have both storage and filtering functions. The operation of the VSC is connected with the use of a DC capacitive storage instead of a DC inductive storage. The DC capacitor is charged to a certain voltage. This voltage ensures the basic function of the VSC: the VSC can control the AC current through the switching. Then, through the AC current control, the VSC can change the DC value as in active rectifier and filter applications. This can easily be understood from the power balance. Once it is assumed that there are no losses in the operation, the AC active power is transformed to DC power through the VSC. The control of AC active power could be done through control of the AC current amplitude; then the change in AC active power causes the DC power to change, resulting in a charge or discharge of the DC capacitor.

The process of the DC capacitor charge–AC current control–DC voltage control is a virtuous circle that is based on the possible storage of energy due to the DC capacitor.

Then the filtering action, necessary because of the PWM, is done both on the DC side and on the AC side. The passive elements are charged/discharged during the switching period, ensuring smoothing of the AC currents and of the DC voltage. This filtering action is also the basis of the control performed. In fact, the dynamic of the AC current/DC voltage controls depends on the time constants of the two filtering stages. Generally the overall design, which should include filtering and control issues, is a trade-off between high filtering and fast dynamic.

Considering the example of a industrial inverter used in electric drives, if all the energy stored in the AC passive stage is considered, it is less than 5% of all the energy stored.

The VSC is widely used. It has the following features:

- The AC output voltage cannot exceed the DC voltage. Therefore, the VSC is a buck (step-down) inverter for DC/AC power conversion and is a boost (step-up) rectifier (or boost converter) for AC/DC power conversion. In case the available DC voltage is limited (e.g. in the case of a direct-driven synchronous generator with a diode bridge rectifier) an additional DC/DC boost converter is needed to obtain the proper DC voltage that allows the VSC to operate properly with the grid. The additional power converter stage increases the system cost and lowers efficiency.
- The upper and lower devices of each phase leg cannot be gated on simultaneously either by purpose or by EMI noise. Otherwise, a shoot-through would occur and destroy the devices. This is a serious issue for the reliability of these converters. Dead-time to block both upper and lower devices has to be provided in the VSC, which causes waveform distortion.
Figure 6.6 Grid converter in the case of indirect type conversion: (a) forced-commutated VSI, (b) phase-controlled line-commutated converter and (c) forced-commutated CSI

- An output high-order filter is needed for reducing the ripple in the current and complying with the harmonic requirements. This causes additional power loss and control complexity.

The traditional CSC had more limited application. A DC current source feeds the main converter circuit. The DC current source can be a relatively large DC inductor fed by a source. Six switches are used in the main circuit, each composed traditionally of a semiconductor
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switching device with reverse block capability, such as GTO and SCR or a power transistor with a series diode, to provide unidirectional current flow and bidirectional voltage blocking. Operation of the current-source converters requires a constant current source, which could be maintained by either a generator-side or a grid-side converter. Generally, the grid-side converter controls the DC link current based on the assumption of a stiff grid. However, the actual DC link current is determined by the power difference of both sides. The power disturbances of the generator output, mainly due to the disturbances of wind speed, are not simultaneously reflected by the grid-side converter control. This results in a large overshoot or undershoot of the DC link current, which may further affect the stability of the whole system.

The CSC has the following features:

- The AC output voltage has to be greater than the original DC voltage that feeds the DC inductor. Therefore, the CSC is a boost inverter for DC/AC power conversion and the CSC is a buck rectifier (or buck converter) for AC/DC power conversion. For grid converter applications this is a clear advantage.

- At least one of the upper devices and one of the lower devices has to be gated and maintained at any time. Otherwise, an open circuit of the DC inductor would occur and destroy the devices. The open-circuit problem of EMI noise is a major concern for the reliability of these converters. The overlap time for safe current commutation is needed in the CSC, which also causes waveform distortion.

- The main switches of the CSC have to block reverse voltage, which requires a series diode to be used in combination with high-speed and high-performance transistors such as IGBTs. This prevents the direct use of low-cost and high-performance IGBT modules and IPMs. In the following the single cell power converters solutions based on VSC or CSC topologies for medium power and high power wind turbines are reviewed.

6.3.1.1 Medium-Power Converter

Medium-power wind turbine systems of 2 MW are still the best seller on the market and their power level can still allow a good design trade-off to be found using single-cell topologies with just six switches forming a bridge. This solution can be full power or reduced power in the case of a doubly fed induction generator or a converter working only in low wind conditions.

In all the cases forced commutated converters allow better control of the injected power and harmonics. Between the forced commutated converters the preferred solution is the VSI. Particularly in the case where the VSI is adopted, as usual, on the generator side, the resulting configuration is called back-to-back (Figure 6.7).

The two-level back-to-back VSI is a proven technology that employs standard power devices (integrated), but power losses (switching and conduction losses) may limit the use in higher power systems.

The alternative can be the use of CSCs (Figure 6.8), which have three main advantages [15]:

- A portion of the needed DC link inductance is realized by exploiting the cable length and, if necessary, a proper cable layout, which can be possible if the generator with the first convert is located in the nacelle and the grid-side CSI is located at the tower base. Moreover, in the case of a wind-park a DC grid can be adopted and the consequent DC cables can be long enough to provide the needed inductance.
The DC link reactor provides natural protection against short-circuit faults and therefore the fault ride-through strategy required by the grid code can be integrated easily into the system. A small filter is required on the AC side to cope with the standards in terms of harmonic requirements.

Although the DC link current can be maintained at the highest level to obtain the best dynamic response, the fastest response is not always useful in this application since the output power is regulated to have slow changes rather than fast transients that may cause power system instability. In wind applications, the maximum power generated from a wind turbine is proportional to the cube of the wind speed. In order to extract more energy from the wind, the system requires variable-speed operating capability and the generated power varies in a wide range as the wind speed changes. It is beneficial for a MW system to minimize the DC link current if the power input is reduced. On the other hand, maintaining a high DC link current at lower power input requires a significant amount of shoot-through states in the CSC, causing more conduction loss on the devices and reducing the system efficiency.

For large wind energy applications, the capability of the power factor control or voltage regulation at the grid side is required by the grid codes. When a CSC is connected to the grid, filter capacitors at the grid side result in constant leading reactive power. In a traditional CSC-based drive system, an offline PWM method – selected harmonic elimination (SHE) – is normally used at the grid side due to the capability of eliminating a number of unwanted low-order harmonics. However, the reactive power at the line side is not fully controlled. A unity power factor can be achieved by phase-shifting the modulating signals according to the converter operating point, which is not straightforward for line-side active and reactive power control.
6.3.1.2 High-Power Converter (NPC)

In case the power level increases over 2 MW a multilevel solution (Figure 6.9) such as the three-level voltage source converter [16] is a known technology that allows lower rating for the semiconductor devices and lower harmonic distortion to the grid (or lower switching losses/smaller grid filter). However, the conduction losses are still high due to the number of devices in series through which the grid current flows and a more complex control is needed to balance the DC link capacitors.

6.3.2 Multicell (Interleaved or Cascaded)

Another option to increase the overall power of the system is to use more power converter cells in parallel or in cascade. In both cases the power-handling capability increases while the reliability if computed in terms of the number of failures decreases and the number of system outages increases. In fact, the modularity implies redundancy that allows the system to continue to operate if one of the cells fails. Moreover, the multicell option allows a reduced number of cells to be used, with consequent reduced losses, in low wind conditions when the produced power is low.

Typically the power cells are connected in parallel on the grid side to allow interleaving operation (as described in Chapter 12). The PWM patterns are shifted in order to cancel PWM side-band harmonics. In this way the size of the grid filter can be considerably reduced.

Figure 6.10 reports a back-to-back converter fed by a six-phase generator and connected in parallel and interleaved on the grid side [17], while Figure 6.11 shows an $n$-leg diode bridge fed by a synchronous generator producing a high DC voltage shared among several grid/converters connected in parallel and interleaved on the grid side.

Similar options can also be achieved with CSC topologies, forming the well-known 12-pulse converter in the case where the CSC is phase-controlled [18]. The DC/AC conversion can be performed by the two series-connected current-source inverters (and) independently supplied by two equal secondaries of a Y–Y transformer. Both inverters require components with a bidirectional voltage blocking capability whereas a unidirectional current-carrying capability is sufficient because the DC link current does not reverse its sign.

![Figure 6.9 Three-level back-to-back PWM VSI](image-url)
Figure 6.10  Back-to-back converters fed by a six-phase generator and connected in parallel and interleaved on the grid side

Figure 6.11  An n-leg diode bridge fed by a synchronous generator producing a high DC voltage shared among several grid/converters connected in parallel and interleaved on the grid side
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The CSI are connected in series on the DC side and in parallel on the AC side to reduce the ripple in the DC current, operate with a higher DC voltage and double the power-carrying capability. The CSCs can be controlled by the well-known phase-control technique with opposite phase-control angles so that the fundamental power factor of the grid current at the transformer primary is guaranteed to be unity at any load condition. This operating mode requires one of the two inverters (bridge in this case) to use fully controllable switches. Then an active filter is adopted to clean the grid current (see Figure 6.12).

6.4 WTS Control

Controlling a wind turbine involves both fast and slow control dynamics. Overall the power has to be controlled by means of the aerodynamic system and has to react based on a set-point given by a dispatched centre or locally with the goal to maximize the power production based on the available wind power. The two subsystems (electrical and mechanical) are characterized by different control goals but interact in view of the main aim: the control of the power injected into the grid. The electrical control is in charge of the interconnection with the grid and active/reactive power control, and also of the overload protection. The mechanical subsystem is responsible for the power limitation (with pitch adjustment), maximum energy capture, speed limitation and reduction of the acoustical noise. The two control loops have different bandwidths and hence can be treated independently.

The power controller should also be able to limit the power both with mechanical and electrical braking systems, since redundancy is specifically requested by the standards. The general scheme of the wind turbine control with different features is reported in Figure 6.13.

Below maximum power production the wind turbine will typically vary the speed proportionally with the wind speed and keep the pitch angle fixed. A pitch angle controller limits the power when the turbine reaches nominal power. The control of the generator-side converter is in charge of extracting the maximum power from the wind. The control of the grid-side converter...
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is simply just keeping the DC link voltage fixed. Internal current and voltage loops in both converters are used. The state variables of the LCL filter are controlled for stability purposes. Then there is the grid fault ride-through and the support to the grid voltage restoration after the fault that is a Wind Turbine specific function discussed in Chapter 10. Wind turbine extra functions are: the inertia emulation that is a control function aiming at emulate the relation between active power and frequency normally present in generator with a large inertia, discussed in Chapter 7; the energy storage refers to the possibility to store energy in the inertia of the generator, in the dc-link or to use additional storage to smooth the power output; power quality refers to the possibility to use the grid converter of the WT to provide benefits in terms of grid power quality.

6.4.1 Generator-Side Control

The control of the generator is done in view of the main goal: maximizing the power extraction and limiting the power braking the wind turbine. These two goals result in a torque or speed command for the generator control. In the following the different controllers depending on the generator side are briefly analysed since this is not the main focus of the book.

6.4.1.1 Squirrel Cage Induction Generator Control

The squirrel cage induction generator with a full-power forced commutated back-to-back converter (Figure 6.14) was often chosen by wind turbine manufacturers for low-power stand-alone systems, but recently it has been used for high-power wind turbines as well. A third option already shown in Figure 6.3(b) is to upgrade the fixed-speed WT to a variable-speed WT with a back-to-back converter of reduced power size (50%), which should only be used during low wind conditions to optimize the power transfer and when it is needed to compensate for the reactive power (only using the grid converter), but is bypassed during high-speed conditions.
The machine flux and rotor speed or electric torque is controlled via a field orientated control (FOC) or direct torque control (DTC), even if this last option is seldom adopted in WTSs.

6.4.1.2 Synchronous Generator Control

One of the most adopted wind turbine solutions employing a synchronous generator includes a passive rectifier and a boost converter to boost the voltage at low speed. The topology is shown in Figure 6.15. The generator is controlled via the current control of the boost converter, but in
this way it is not possible to control selectively the harmonics in the current and the phase of
the fundamental current with respect to the generator electromotive force. Filters are usually
adopted on the generator side to mitigate especially the 5th and 7th harmonics. This solution
is one of the most adopted industrial solutions, especially in the case of direct-driven gearless
multiphase wind turbine systems.

The solution displayed in Figure 6.15(b) employs a full-power back-to-back converter. In
this case the generator control is usually a standard FOC where the current component that
controls the flux can be adapted to minimize the core losses and the reference speed is adapted
to optimize the power injection into the grid [19].

### 6.4.1.3 Doubly Fed Induction Generator Control

The first controller to adapt the rotor speed of an induction generator and try to achieve
maximum power extraction and limitation of the mechanical stress on the drivetrain has been
the slip control. This was a simple method used to vary the speed of the generator acting on its
rotor resistance. The change in the rotor resistance leaves unchanged the synchronous speed
while the slope of the machine characteristic varies. The dynamic slip control works below
the rated power, the generator acts just like a conventional induction machine and above rated
power and the resistors in series with the rotor circuit are adjusted trying to keep the power
at the rated value. An interesting alternative is to use a diode bridge plus a transistor in order
to vary the apparent resistance of the rotor circuit. In this way the resistors will remain the
same and the transistor will be driven in order to change the apparent resistance seen by the
rotor circuit. The resulting speed control range is very limited (5–10 % above the synchronous
speed) but the method is used in conjunction with a mechanical control acting on the wind
turbine blade pitch.

Obviously the use of additional rotor resistors causes additional losses proportional to the
speed slip. In a 2 MW wind turbine based on rotor resistance control, a slip of 5 % will result
in a rotor power of 95 kW (losses).

It is possible to recover the power losses using the Scherbius drive [20], where the diode
bridge is connected to a converter used to inject the slip power into the grid. The system
is also called oversynchronous cascade control. An evolution of this system is the doubly
fed induction generator equipped with a back-to-back power converter allowing bidirectional
power flow.

The doubly fed induction generator equipped with voltage source power converters con-
nected to the grid side and to the rotor side (Figure 6.16) is one of the most adopted solutions
in wind turbine systems. This is the case even if it seems that most of the new projects in
wind turbine systems are abandoning this solution mainly for the need to comply with LVRT
requirements of the standards and grid codes.

The control of the WT (Figure 6.16) is organized such that below maximum power pro-
duction the wind turbine will typically vary the speed in proportion to the wind speed and
keep the pitch angle fixed. At very low winds the speed of the turbine will be fixed at the
maximum allowable slip in order not to have overvoltage. A pitch angle controller will limit
the power when the turbine reaches nominal power. The generated electrical power is found
by controlling the doubly fed generator through the rotor-side converter. The control of the
grid-side converter simply keeps the DC link voltage fixed.
A ‘crowbar’ system can be adopted to ride-through grid faults (see Chapter 10). The three-phase rotor winding is thus short-circuited via the closed crowbar switch, which results in the same behaviour as a standard induction generator.

The power produced by the turbine $P_{\text{mecc}}$ follows two paths (stator and rotor):

$$P_{\text{mecc}} = P_s - s P_s$$  \hspace{1cm} (6.1)

where $P_s$ is the stator power and $s$ is the slip. It is obvious that the doubly fed generator injects power into the grid both during oversynchronous ($s > 0$) and subsynchronous operation ($s < 0$).

The doubly fed induction generator control is different from the control of a standard induction generator [21–23]. In fact, the control is developed on the basis of a power perspective point of view. The machine stator is connected directly and continuously to the grid and exchanges active and reactive power with it. Acting on the rotor current is possible to control the active and reactive power injected by the stator into the grid.

If the machine equations are rewritten in a $dq$ frame oriented with the stator flux, it results in [23]

$$\begin{cases} P_s = -a \left( v_s i_{rq} \right) \\ Q_s = v_s \left( \frac{v_s^2}{b} - v_s i_{rd} \right) \end{cases}$$  \hspace{1cm} (6.2)

where $v_s$ is the stator and grid voltage and $a$ and $b$ are coefficients that depend on the machine parameters. Hence $i_{rq}$ can be used to control the stator active power (and indirectly the grid power since the grid power will be the sum of the stator power and rotor power, i.e. the stator power multiplied for the slip) and $i_{rd}$ can be used to control the overall reactive power.

### 6.4.2 WTS Grid Control

All the previous reported converter structures employ a grid converter, which in most cases is a VSC. Its principle of operation is similar to the principle of operation of a synchronous
generator or of a transmission line (neglecting capacitive coupling). Basically the VSC controls the active and reactive power transfers acting on the amplitude and phase of the produced voltage, as shown in Figure 6.17. In Figure 6.17(a) the case is reported when there is no power produced by the WTS and a small power is absorbed to keep the DC link voltage at its rated value. The VSC is working as a rectifier and the absorbed active power compensates the losses in the overall converter. In Figure 6.17(b) the case is reported when the WTS injects only active power, while in Figure 6.17(c) the cases in which the grid converter is working as a STATCOM are shown, and similarly to Figure 6.17(a) there is no active power injection and hence it is expected that a small amount of power will be drained from the grid to compensate for the losses. This amount is not reported in Figure 6.17(b) and (c) for the sake of simplicity. Figure 6.17(d) and (e) reports the working conditions in which the WTS injects both active and reactive power.

The power transfer between two sections of a short line can be studied using complex phasors, as shown in Figure 6.17 for a mainly inductive grid filter with $X \gg R$, showing that

![Figure 6.17](image-url)  
**Figure 6.17** Different power transfers achieved by the grid converter in the different operating conditions ($V_L$ is the voltage drop across the grid filter)
the voltage drop $V_L$ is perpendicular to the exchanged current. In this case $R$ may be neglected. If also the power angle $\delta$ is small, then $\sin \delta \approx \delta$ and $\cos \delta \approx 1$:

$$P \approx \frac{EV}{X\delta}$$  \hspace{1cm} (6.3)

$$Q \approx \frac{E(E - V)}{X}$$  \hspace{1cm} (6.4)

where $E, P, Q$ denote respectively the voltage, the active power and the reactive power of the grid and $V$ is the voltage of the VSC, (6.3) and (6.4) show that the active power injection depends predominantly on the power angle, whereas the reactive power injection depends on the voltage difference $E - V$.

Equations (6.3) and (6.4) can also be used to explain how the WTS can provide ancillary services influencing the voltage and frequency of the grid with active and reactive power injection. The phasor schemes of Figure 6.17 should be modified while considering the grid voltage $E$ to be not stiff but also dependent on the voltage drop due to the distribution line and the transformer impedances seen at the point of connection, as shown in Figure 6.18. Hence active power can be used to regulate the angle or the frequency of the grid voltage, whereas the reactive power can be used to control the amplitude of the grid voltage. Thus by adjusting the active power and the reactive power, frequency and amplitude of the grid voltage can be influenced.

All the previous reported WTS topologies employ a grid converter, the only difference being between the case where they employ a full power converter or a reduced power converter. Moreover, the grid converter control is slightly different in the case where a doubly fed induction generator is used since in that case the rotor-side converter also determines the reactive power exchange of the overall system. In that case, as already explained, the current controlled rotor converter behaves like a current source that is connected in parallel to the magnetizing reactance of the doubly fed induction generator. If this is parallel it is transformed into a Thevenin equivalent and the rotor plus the back-to-back converter can be seen as a virtual grid converter exchanging active and reactive power with the grid but the capability of the exchanging reactive power is limited. Figure 6.19 compares the capability of active and reactive power handling of a full-power converter and a reduced-power converter (doubly fed induction generator).

Figure 6.18 Influence of active and reactive power injection by the WTS at the point of common coupling
Figure 6.19  Power handling capability in the case of: (a) a full-power converter and (b) a reduced-power converter (the inner triangle shows the normal range of operation with 5% reactive power injected/absorbed)

6.5 Summary

The aim of the chapter has been to introduce WTSs with a focus on the different topologies, converter structures and control main goals. In the next chapters the grid converter operation will be discussed in more detail and the low-voltage ride-through strategies will be analysed.
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Grid Requirements for WT Systems

7.1 Introduction

In order to smooth the effects of wind power penetration over the power system stability and power quality, new grid interconnection requirements, called Grid Codes (GCs), have been developed by Transmission System Operators (TSOs) in different countries. GCs with different requirements for Distribution System Operators (DSOs) have also been developed, but as in most of the countries TSOs are responsible for controlling the power balance and because large wind farms are planned to be installed in the near future, in this chapter only GCs for TSOs are considered. There may also be technical requirements that are not referred to in the grid code, but which apply to the project through the connection agreement or the power purchase agreement or in some other way.

The grid codes are very important as due to them:

- The TSO can maintain the security of power dispatch regardless of the generation technology used.
- The amount of project-specific technical negotiation with the TSO can be reduced.
- Wind turbine manufacturers can design their equipment in the knowledge that the requirements are clearly defined and will not change without warning or consultation.

Due to the political separation of ownership of generation and system operators, the technical requirements governing the relationship between generation and system operators need to be more clearly defined. The introduction of renewable generation has often complicated this process significantly, as these generators have physical characteristics that are different from the directly connected synchronous generators used in large conventional power plants. In some countries, this problem has caused significant delays in the development of appropriate grid code requirements for wind generation.

The GC is developed typically by the system operator, often overseen by the energy regulatory body or government. The requirement modification process should be transparent and
include consultation with generation, system users, equipment suppliers and other affected parties. Typically draft GCs are released before new ones in order to get feedback.

The general message of the GC is that the wind power plants (WPP) should behave as much of possible in the same way as conventional power plants based on large synchronous generators (SG) in both normal operation and during faults. The technology of synchronous generators is very well established, with a long history in the background, and they are able to support the transient stability of the grid by offering inertia, resynchronizing torque, oscillation damping, reactive power generation, short-circuit capability and fault ride-through (FRT). These features allow the SG to comply with the TSO grid connection requirements, which is why today we have a quite stable grid operation worldwide. Typical GC requirements are steady-state and dynamic active and reactive power capability, continuously acting frequency and voltage control and fault ride-through (FRT) capability.

As the grid characteristics are very different worldwide, as, for example, stiffer in Western Europe and weaker in Australia, New Zealand and India, the GCs are also quite different and are updating at a fast pace every few years in order to cope with the explosive wind penetration development.

The wind turbine manufacturers are constantly challenged by the new grid codes as they need to adapt their technology to comply with them and the development times for a wind turbine has to be short in such a market dominated by strong competition. The challenge is how the new modern technology WPP can achieve the new features imposed by the GCs.

### 7.2 Grid Code Evolution

The first generation of fixed-speed grid-connected wind turbines in the 1980s employed cage induction generators with switched capacitor banks in order to maintain a high power factor. During the 1990s the doubly fed induction generator (DFIG) was successfully introduced where typically a 0.3 p.u. converter controlled the rotor voltage. This technology has the ability to control reactive power within some boundaries and by adding a chopper in the DC link, FRT can be achieved. The GCs reacted by being updated with more requirements, like, for example, a wider range of reactive power control and deeper FRT where the TSO required the WPP to stay connected to the PCC during and after a grid fault, of course within some time window. Another wind turbine technology introduced by Enercon and Siemens in the early 2000s is by using the full-scale converter (FSC) with either induction (Siemens) or synchronous (Enercon) generators. By fully processing the power, a wider range of reactive power control can be obtained as well as grid support during the fault. Today both the DFIG and FSC technologies can offer compliance with the most demanding GCs but there is a strong trend to migrate towards FSC as future GCs can challenge DFIG compliance, especially in the case of asymmetrical grid faults.

Therefore WT technology is an important factor that influences GC evolution. Another factor is the continuously increasing size of the WT and especially of wind farms. Today offshore farms in the range of hundreds of MW are usual and some companies are talking about GW farms (e.g. Borkum and Kriegers Flak). These large power plants call for new requirements in the GC in terms of FRT and active participation in the frequency and voltage control in order not to compromise grid stability.
Thus the TSOs are involved in a continuous process of adapting the GC in order to be able to increase the wind penetration, mainly driven by political goals, without compromising the security of the grid. This is a process involving both TSOs, WT manufacturers and wind farm developers. The typical scenario is that TSOs are reluctant to change the grid operation and control and thus require through GCs the WPP to behave as close as possible to the conventional plants, which may not only be impossible for some of the characteristics or too costly to realize. The WT manufacturers and wind farm developers are interested in more clear and standardized requirements. It will be for the future to see how this process will evolve.

As GCs have evolved mainly in the countries with already or planned high wind power penetration (Denmark, Germany, Spain, UK, Ireland, US and China), this chapter discusses mainly those GCs being considered most relevant from a technical point of view. In Table 7.1,

<table>
<thead>
<tr>
<th>Country</th>
<th>TSO</th>
<th>Title</th>
<th>Date</th>
<th>www</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denmark</td>
<td>Energinet.dk</td>
<td>Grid Connection of Wind Turbines to Networks with Voltages above 100 kV, Regulation TF 3.2.5</td>
<td>December 2004</td>
<td><a href="http://www.energinet.dk">www.energinet.dk</a></td>
</tr>
<tr>
<td>UK</td>
<td>NGET</td>
<td>The Grid Code, issue 4</td>
<td>June 2009</td>
<td><a href="http://www.nationalgrid.com">www.nationalgrid.com</a></td>
</tr>
<tr>
<td>Ireland</td>
<td>EIRGRID</td>
<td>Grid Code, version 3.1</td>
<td>April 2008</td>
<td><a href="http://www.eirgrid.com">www.eirgrid.com</a></td>
</tr>
<tr>
<td>China</td>
<td>CEPRI</td>
<td>Revised National Grid Code (draft)</td>
<td>July 2009</td>
<td><a href="http://www.dwed.org">www.dwed.org</a></td>
</tr>
</tbody>
</table>
the current GCs from these countries are listed with information about getting these public documents from the public domain onto the internet.

7.2.1  Denmark

Denmark has the world’s highest wind penetration of ca. 20% (in terms of annual energy consumption covered by WPP) and the current government has planned a challenging 50% renewable energy penetration by 2025, mostly by adding 3 GW offshore wind power plants to the existing 3 GW by 2008 [1]. As pioneers in wind power penetration, Denmark was the first country to adapt the grid interconnection requirements for WPP in the early 1990s. Currently, the unique system operator is Energinet.dk and the actual GC issued in 2004 is:

- ‘Grid Connection of Wind Turbines to Networks with Voltages above 100 kV’, Regulation TF 3.2.5, elaborated by Eltra and Elkraft System [2].

In particular, the Danish GC applies only to wind farms and imposes the existence of a wind farm controller (WFC) featuring different types of active power regulation:

- Absolute production constraint.
- Delta production constraint.
- Balance regulation.
- Stop regulation.
- Power gradient constrainer.
- System protection.
- Frequency control.

All these functions ensure that the wind farms can actively participate in the frequency regulation process like any other conventional plant.

7.2.2  Germany

Germany accumulated around 24 GW of installed wind power by 2008 and with plans to increase this to in excess of 35 GW by 2013 [1], mostly offshore, will remain the biggest wind country in the EU. Germany is divided into four control areas managed by the following TSOs: EnBW, E.ON, Vattenfall and RWE.

The following documents are relevant:

- ‘Transmission Code’ issued in 2007 by all four system operators [3].
- ‘Requirements for Offshore Grid Connections in the E.ON Netz Network’ by E.ON, 2008 [5].

The recent Ordinance on System Services – SDLWindV updates the national regulation Transmission Code 2007, aiming to boost the security and stability of the networks.
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with high wind energy penetration by primarily offering incentives in the form of a system bonus of:

- 0.5 eurocents/kWh to all new wind farms installed after 30 June 2010.
- 0.7 eurocents/kWh for old wind farms installed before 1 January 2009.

This complies with the new features in terms of voltage control based on reactive power and reactive current support of voltage recovery after faults. The active power control and LVRT requirements defined by Transmission Code 2007 remain unchanged. As a novelty, the term ‘wind energy plant’ is defined for more specificity of these requirements.

7.2.3 Spain

With over 16 GW of wind power accumulated by 2008 and with plans for over 27 GW by 2013 [1], mostly onshore, Spain will be a very important wind country in Europe, surpassed only by Germany. Although it is a large country, only one TSO operates in Spain and this is Red Electrica.

The most relevant documents are:

- Annex of P.O.12.2, restricted to the technical requirements of wind power and photovoltaic facilities (draft), October 2008 [7].

Two years later after the P.O.12.3 had imposed LVRT down to 0 V and limitation of active and reactive power during faults, a specific procedure for verification, validation and certification was published by the Spanish Wind Association AEE [8]. A technical assessment of this document with practical test cases is performed in reference [9].

The recent draft of Annex of P.O.12.2 [7] applies for new wind or PV plants bigger than 10 MW installed after 1 January 2011 and requires for the first time a voltage controller for defining the reactive power support during voltages outside the normal range. Also, as a recommendation for the future, this document defines the possible requirement of inertia emulation and power oscillation damping (POD), two features that require some active power storage, which is very much a reminder of the synchronous generator technology.

7.2.4 UK

With over 3 GW cumulative installation by 2008 and with very ambitious offshore plans to reach over 14 GW by 2013 [1], the UK is another important player in the European wind market.

The relevant document elaborated by the TSO NGNET in 2009 is:

Here, the wind farms are divided into embedded and nonembedded systems. Nonembedded generating units are directly connected to the TS whereas embedded units only have an indirect connection to the TS by another user (e.g., a wind farm or distribution system). Embedded and nonembedded units need to fulfill different requirements. Furthermore, different requirements have been defined for the two TS areas of Scotland and England/Wales, which are also depending on the rated power output of the wind farm. Rather peculiarly, the PCC of a wind farm might also be defined on a remote TS bus-bar in the UK, making the compliance verification process more complicated.

### 7.2.5 Ireland

Even though it is a small country, Ireland is aiming for a high wind penetration and according to reference [1] the ca. 1 GW installed now should be increased to ca. 2.4 GW by 2013, reaching a penetration of over 15%.

The relevant document is:


The GC of Ireland is interesting as it poses technical challenges, as this country has very favourable wind potential and the political will to increase penetration but low resources for balancing wind power.

### 7.2.6 US

With over 25 GW by 2008 and in excess of 77 GW installed by 2013 [1], the US will be by far the country with the largest accumulation of wind energy worldwide.

The United States Order 661A published in 2004 [12] by the Federal Energy Regulatory Commission (FERC) regulates the connection of generators to the grid, but it was not specifically adapted for wind farms. In 2009, WECC (Western Electricity Coordinating Council), the largest regional entity in the US counting over 1.8 million square miles stretching from Canada to Mexico and passing through 14 western US states, published a draft of ‘The Technical Basis for the New WECC LVRT Standard’ [13] to replace the WECC LVRT standard from June 2005. This document was prepared by the Wind Generation Task Force (WGTF) for WECC and applies for all generation units with cumulative ratings higher than 20 MVA connected to transmission levels higher than 60 kV after 1 May 2009.

### 7.2.7 China

With over 12 GW installed by 2008 and close to 55 GW planned by 2013 [1], China is a major player with a huge potential for wind power integration. The CEPRI national research institute for electrical power has drafted ‘Technical Rule for Connecting Wind Farm to Power System’ in 2005 and due to the big growth in wind power penetration, they initiated in 2007 the three-years intergovernmental Sino–Danish Wind Energy Development (WED) project
[14]. The main idea behind this programme is to convey to China the experience of Denmark from achieving a record high wind energy penetration.

7.2.8 Summary

The grid connection requirements for wind turbines given are valid at the PCC (point of common coupling) with the TS in most of the cases defined on the high-voltage side of the wind farm step-up transformer.

The grid codes are very complex documents dealing with a lot of requirements in both stationary and transients. For the sake of relevance only the following requirements have been considered in this study:

Normal operation
- Frequency and voltage deviations.
- Active power control.
- Reactive power control.

Behaviour under grid disturbances
- Voltage ride-through LVRT.
- Reactive current injection.

7.3 Frequency and Voltage Deviation under Normal Operation

WPP are required to operate within a range around the rated voltage and frequency at PCC to avoid disconnection due to transient disturbances. Typically this requirement is described using different zones:

- continuous operation in a limited range below and above the rated point.
- time-limited operation with possible reduced output in extended ranges.
- immediate disconnection.

The voltage–frequency operational window for DK, D, E, UK, IE and CN are represented graphically in Figure 7.1.

The strictest continuous operation limits for frequency appear in the British code [10] (47.5–52 Hz) and for voltage in the Danish code [2] (90–106 % nominal voltage). For lower frequencies outside the continuous operational area, some countries, like, for example, the UK, require maintaining the output power in order to support frequency control.

It is obvious that the most extreme frequency limits, 46.5 and 53.5 Hz, are for E.ON offshore [5]. In countries like Ireland, characterized by an isolated power system with weak interconnections, larger frequency ranges are allowed.

The Spanish regulation (RD 661-2007) allows the widest continuous frequency range of 48–51 Hz, with disconnection for frequencies lower than 48 Hz for more than 3 sec. The disconnection time for overfrequencies (>51 Hz) has to be agreed with the TSO.

In the German GC [3], even if permanent operation is allowed for frequencies higher than 50 Hz, power curtailment is required starting at 50.2 Hz in order to contribute to the primary
control (see Section 7.4.2). Resynchronization after disconnection can take place once the voltage increases again to about 105 kV in 110 kV networks, to 210 kV in 220 kV networks and to 370 kV in 380 kV networks.

7.4 Active Power Control in Normal Operation

This is a typical requirement aligned with the conventional power plants reflecting the ability to adjust the output power as required by the TSO in order to support balancing the load with two different goals:

- Power curtailments (participation in secondary control).
- Frequency control (participation in primary control).
Table 7.2 Power curtailments defined by the Danish GC

<table>
<thead>
<tr>
<th>Type of regulation</th>
<th>Purpose</th>
<th>Primary regulation aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute production</td>
<td>Limit the wind farm’s current power production in the connection point to a maximum, specifically indicated MW value</td>
<td>Limit production to optional MW(_{\text{max}})</td>
</tr>
<tr>
<td>constraint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delta production constraint</td>
<td>Reduce the power production of the wind farm to a lower value than the available power, therefore creating regulating reserves</td>
<td>Limit production by MW(_{\delta})</td>
</tr>
<tr>
<td>Balance regulation</td>
<td>Adjust the power production to the power setup requirement imposed by the TSO in order to participate in the power balance of the downward/upward regulation of production that must be possible</td>
<td>Change current production by ±MW with the set gradient</td>
</tr>
<tr>
<td>Stop regulation</td>
<td>Maintain the power production at the current level (if the wind makes it possible); the function results in a stop for upward regulation and production constraints if the wind increases</td>
<td>Maintain current production</td>
</tr>
<tr>
<td>Power gradient limiter</td>
<td>Limit the maximum gradient at which the power output changes in relation to changes in wind speed</td>
<td>Power gradients do not exceed the maximum settings</td>
</tr>
<tr>
<td>System protection</td>
<td>System protection is a protective function that must be able to automatically downward regulate the power production of the wind farm to a level that is acceptable to the power system. In the case of unforeseen incidents in the power system (for instance forced outage of lines), the power grid may be overloaded at the risk of power system collapse. The system protection regulation must be able to contribute rapidly to avoid system collapse</td>
<td>Downward regulate power production automatically on the basis of an external system protection signal</td>
</tr>
</tbody>
</table>

7.4.1 Power Curtailment

The requirements for power curtailments are different across the countries.

In Denmark [2], a ramp rate to up to 100 % of rated power per minute with curtailments all the way down to 20 % and accuracy of 5 % (5 min. average) are required. In particular, six different profiles of curtailments or gradient limiters are defined as shown in Table 7.2.

In Germany [4], the active power of WPP is required to be changed with a ramp rate of at least 10 % of grid connection capacity per minute to any level required by TSO though no lower than 0.1 p.u.

In Spain [7], the rate is not specified but the WPP has to be able to reach any set-point sent by the TSO and additionally should transmit to the TSO the difference in the actual power and the maximum possible power for the case when it works in the derated mode.
Table 7.3  Active power gradients in the Chinese GC

<table>
<thead>
<tr>
<th>WPP installation capacity (MW)</th>
<th>10 min. maximum ramp (MW)</th>
<th>1 min. maximum ramp (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 30</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>30–150 Installation capacity/1.5</td>
<td>Installation capacity/5</td>
<td></td>
</tr>
<tr>
<td>&gt; 150</td>
<td>100</td>
<td>30</td>
</tr>
</tbody>
</table>

In Ireland [11], two ramp rates averaged over 1 min. and over 10 min. should be in the range of 1–30 MW per min., as required by the TSO, and should be activated in less than 10 sec.

In China [14], the ramp rate depends on the WPP rating, as described in Table 7.3.

7.4.2 Frequency Control

The active power output has also to be changed during frequency variation in order to ensure smooth participation of the WPP in the primary control. The ramps in this case are much higher than in the case of power curtailments. If the WPP uses a different \( P \) gradient as the other participants of the balancing act, stability issues may occur. This gradient is typically given in MW/Hz, indicating the required variation of power as a response to a frequency variation.

The participation in frequency control is different from country to country, as shown in the table in Figure 7.2. All generating units must reduce, while in operation, at a frequency of more than 50.2 Hz, the instantaneous active power with a gradient of 40 % of the generator’s instantaneously available power per hertz, as shown in Figure 7.2.

According to the German code [4], when frequency exceeds the value 50.2 Hz wind farms must reduce their active power with a gradient of 0.4 p.u./Hz (40 % of the available power of the WPP).

The British code [10] requires wind farms larger than 50 MW to have a frequency control device capable of supplying primary and secondary frequency control, as well as an

Figure 7.2  Irish power–frequency curve
overfrequency control. It is remarkable that it also prescribes tests that validate that wind farms indeed have the capability of the demanded frequency response.

The Irish code [11] demands a frequency response as described in the curve shown in Figure 7.2.

The values for the power and frequency of points ABCDE should be on-line modified by the TSO within the range mentioned in Figure 7.2. This is due to the fact that in order to obtain a smooth participation of WPP in the TSO frequency control, the power ramp should be imposed by the TSO in harmony with the frequency response of the other participants to the balancing act.

In the power system, the frequency is an indicator of the imbalance between production and consumption. For normal power system operation, the frequency should be close to its nominal value. In the case of an imbalance between supply and demand, the primary and secondary controls are used to reduce the imbalance of power. In a power system, conventional generating units are normally equipped with a governor control, which works as the primary load frequency control. The time span for this control is 1–30 sec. In order to restore the frequency to its nominal value and release used primary reserves, the secondary control is employed with a time span of 10–15 min. The secondary control thus results in a slower increase or decrease of generation. Some regulations require wind farms to be able to participate in secondary frequency control. During the overfrequencies, this can be achieved by shutting down some of the turbines in the wind farm or by reducing the power output using pitch control. Since wind cannot be controlled, power production at normal frequency would be intentionally kept lower than possible in order for the wind farm to be able to provide secondary control at underfrequencies. They will then be required to provide primary, secondary and high frequency responses.

7.5 Reactive Power Control in Normal Operation

The new GC aim for turn WPP is to make it behave more like conventional synchronous generator power plants in terms of $Q$ regulation in response to the grid voltage variation, a feature known as automatic voltage regulation (AVR). The $Q$ requirements are related to the characteristics of each grid as the voltage changing capability depends on the grid short-circuit power. This requirement can be given in three different ways:

- $Q$ set-point.
- Power factor control.
- Voltage control.

7.5.1 Germany

The minimum requirements for reactive power generation [4] are given in the form of areas as a function of voltage at nominal active power and as a function of active power for the cases when the WPP is working at derated power for different ranges of voltages inside the normal operation range. The requirement can be given as a $Q$ requirement or a PF requirement. As the characteristics of the grid may differ depending on location and strength, three variants are defined by the German TSOs, as depicted in Figure 7.3(a) to (c).
Figure 7.3 (a) to (c) Three variants of VQ and PQ dependencies defined in Germany, (d) VQ dependence in Spain and (e) PQ dependence in Denmark
The WPP should be able to cycle the entire $Q$ range in voltage or active power planes within 4 min. The $Q$ controller refers to the positive-sequence system components and should be slow with a settling time in the minutes range.

### 7.5.2 Spain

The $Q$ requirements during normal operations as defined by the directive P.O.7.4 [15] from 2000 applies to all generation on the HV level, both conventional and renewable. The following requirements are defined as a function of active power and transmission voltages as follows:

- minimum range 0.15i–0.15c for all technical $P$ range and nominal voltage.
- minimum range 0.30i–0.30c as a function of the voltage, as shown in Figure 7.3(d).

### 7.5.3 Denmark

In the Danish requirement [2], the 10 sec. average $PQ$ diagram is given as shown in Figure 7.3(e), which applies for the whole range of voltage in normal operation. Basically it defines a control band of 0.1 p.u. In comparison with the German and Spanish GCs, the minimum required $Q$ is lower. This should be regarded as the minimum requirement.

After agreement with the TSO, the $Q$ set-point or voltage control mode can also be adopted by the WPP, resulting in larger amounts of $Q$.

### 7.5.4 UK

The British code[10] is specifically formulated for nonsynchronous embedded generation and requires a PF in the range 0.95i to 0.95c at 1 p.u. active power for connection to the HV system (132/275/400 kV). This requirement is equivalent to 0.33 p.u. reactive power and should be maintained for active power down to 0.2 p.u. for lagging PF and down to 0.5 p.u. for leading PF. The grey area in Figure 7.4(a) is an extension of the $Q$ requirements in the dashed area for $P$ lower than 0.2 p.u. and a lower band of ±0.05 p.u. of reactive power is required at low-power leading PF, which can be required after agreement with the TSO (NGET).

![Figure 7.4](Image) The $Q$ requirements in the $PQ$ plane of: (a) UK and (b) Ireland
7.5.5 Ireland

The Irish code [11] is quite similar but with 0.33 p.u. $Q$ for both lagging and leading PF, as shown in Figure 7.4(b), and with the $Q$ requirements decreasing linearly to 0 proportional with $P$ for $P$ lower than 0.5 p.u.

7.5.6 US

The US FERC 661 code [12] concludes that reactive power in the PF range 0.95i to 0.95c can be required by the TSO on a case-by-case situation and that it is not mandatory for it to be dynamic (STATCOM). This is why even now a large amount of reduced variable-speed range wind turbines with variable rotor resistance are still installed in the US. Only the modern variable-speed turbines with either DFIG or FSC technology are able to comply with dynamic reactive power requirements.

7.6 Behaviour under Grid Disturbances

Grid faults in the form of voltage sags or swells can typically lead to tripping of WPP, which can unbalance the grid and may yield blackouts. To avoid this, the GCs typically require three things: do not disconnect from the grid even if the voltage goes down to zero for up to 150 ms, support the voltage recovery by injecting reactive current and ramp up the active power after the fault clearance with a limited ramp to harmize with the ‘natural’ recovery of the grid after fault clearance. The following typical features are generally defined in GCs:

- Voltage ride-through (VRT) in terms of minimum (LVRT) and maximum (HVRT) voltage magnitude and recovery slope for symmetrical and asymmetrical faults the WPP should be able to withstand without disconnection and timeframe, and the circumstances under which WPP can be disconnected from the grid.
- $P$ and $Q$ limitation during faults and recovery.
- Reactive current injection (RCI) for voltage support during fault and recovery.
- Resuming active power with limited ramp after fault clearance.

In the following, some relevant national VRT requirements are described with a focus on the ones that pose more technical challenges for the WPP.

7.6.1 Germany

The VRT and RCI are described in Figure 7.5 [4]. The following in particular apply:

VRT

- Within the black area no interruptions are allowed. The WPP must stay connected even when the PCC voltage is zero. The 150 ms accounts for the typical operating time of the protection relays.
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![Diagram showing V and I requirements for Germany](image)

Figure 7.5 VRT (left) and I(right) requirements for Germany
• Within the dark grey area, if the facility is facing stability issues, short time interruptions (STI) with resynchronization for a maximum of 2 sec. are allowed. Modern WT with FSC are allowed to initiate STI at higher voltage levels providing the interruption time is limited to 2 sec. and the reactive current injection continues during the interruption period.
• Within the light grey area short disconnection with resynchronization later than 2 sec. can be allowed after agreement with the TSO.
• For faults longer than 1.5 sec., stepwise interruptions are allowed.
• The voltage value in Figure 7.5 refers to the highest value of all three-phase grid voltages measured at the low-voltage side of the transformer in each wind turbine.

P and Q limitation during faults and recovery
• During faults, the active current can be reduced in order to fulfil the reactive current requirements after the fault period. A fast return to normal active power generation is essential to ensure the power balance within the grid, and thus frequency stability.

Minimum reactive current injection
• In case of significant deviation of the voltage, proportional reactive current has to be injected/absorbed, as shown in Figure 7.5.
• The slope of the minimum reactive current injection \( K = \tan(\delta) = \Delta I_r / \Delta V \) can be variable between 0 and 10.
• A deadband of 10% of voltage variation is used to improve stability. This deadband can be eliminated in future for an HV transmission connection.
• The response time of the reactive current controller should be a maximum of 30 ms and the control band should be between -10 and +20% of the rated current.
• The reactive current requirements in Figure 7.5 apply for the highest value of the three-phase voltages in the case of faults within the black area.
• For one- and two-phase faults, the maximum reactive current can be limited to 40% of the rated current.
• After fault clearance, the reactive current reference should not change stepwise in order to avoid stability issues.
• For voltages below 0.85 p.u., if the facility is unable to supply the reactive power required for voltage support, the so-called ‘Safeguard I’ implemented in PCC will trip the wind farm after 0.5 sec. ‘Safeguard II’ at the wind turbine level is implemented as system protection acting after 1.5 sec. and includes the stepwise tripping of wind turbines.

Resuming active power
• After fault clearance without disconnection, the active power feed-in must be continued immediately after fault clearance and increased to the original value with a gradient of at least 20%/sec.
• In case of short disconnection, the active power feed-in must be resumed immediately after fault clearance with a gradient of at least 10%/sec.

7.6.2 Spain [7]
VRT (see Figure 7.6)
• No disconnection is allowed within the black area for one-, two- and three-phase faults.
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Figure 7.6 VRT (left) and I_r (right) requirements for Spain
• No disconnection is allowed within the grey area for one- and three-phase faults.
• No disconnection is allowed for 1 sec. for the 1.15 p.u. level and 250 ms for 1.3 sec.
• During the whole transient regime, the facility must be able to inject to the grid at least the nominal apparent current.

**P and Q limitation during faults and recovery**

• The facility might not consume active and reactive power at the grid connection point during both the fault duration and the duration of voltage recovery following fault clearance.
• Momentary active or reactive power consumption ($< 0.6$ p.u.) is allowed during just the first 40 ms after the start of the fault and the first 80 ms after the clearance of balanced (three-phase) faults.
• Momentary active or reactive power consumption ($< 0.4$ p.u.) is allowed during just the first 80 ms after the start of the fault and the first 80 ms after the clearance of unbalanced (single-phase and two-phase) faults.

**Reactive current injection**

The requirements of $Q$ generation under voltage faults ($V < 0.85$ p.u.) are implemented similarly as for the case of automatic voltage regulation (AVR) in conventional synchronous generation, i.e. in the form of a PI voltage controller with reactive current reference $I_r$ as output, as shown below:

$$V_c \rightarrow \frac{K}{1+T_s} \rightarrow I_r$$

where $V_c$ is the voltage set-point (RMS), $V$ is the PCC voltage (RMS) and $I_r$ is the instantaneous reactive current reference. The saturation levels are voltage dependent, as explained in Figure 7.7.

The following conditions apply:

• The controller will be enabled for any voltage outside the normal operation range.
• If the WPP was working in the voltage control mode in normal operation, the voltage set-point during the fault will remain unchanged.
• If the WPP was working in the $Q$ or PF control mode, during the disturbance the voltage set-point will be the voltage prior to the fault if the normal operation is set to reactive power or power factor allocation.
• During the fault, the facility should inject/absorb positive sequence reactive currents based on the action of the voltage controller with minimum saturation levels defined by the polygonal curve ABCDE, as shown in Figure 7.6. In case of overvoltage, the saturation levels are mirrored but for voltages higher than 1.3 p.u. disconnection is required by protection relays.

**Figure 7.7** Reactive current injection requirements in Spain during FRT
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These levels should be implemented as saturation levels for the voltage controller that runs in both normal and faulty operation.

For the range $0.85 \leq V \leq 1.15$ p.u., the injected reactive current will react according to the voltage control, possibly saturating the regulator limits.

Once the fault is cleared, the voltage controller will remain enabled for at least 30 sec. after the voltage level reenters the normal operation range. Afterwards, the voltage controller will be disabled and the reactive power requirements for normal operation will apply.

**Active current injection**

During faults, the facility should limit the active current within the grey area, as shown in Figure 7.8 (excluding the active current increments/reductions due to frequency control or, if applicable, inertia emulation).

It can be seen that the active current limitation is a function of $P_{ao}$, the active power that the facility was generating prior to the disturbance and voltage level.

For voltage levels lower than 0.5 the active current can be reduced to zero.

Any possible violation of these active current limits must be corrected before 40 ms.

In the case of current saturation, reactive current limitation given by voltage controller saturation has priority over active current limitation.

For voltages higher than the normal operation, the facility will seek, if possible, to maintain the active power level prior to the disturbance.

The gain of the active current controller should ensure a dynamic response (90% rise) in less than 40 ms for $V < 0.85$ p.u. and 250 ms for $V > 0.85$ p.u.

**Resuming active power**

The voltage-dependent active current control previously mentioned ensures that after the fault clearance without disconnection, the active power level prior to disturbance will be restored smoothly within 250 ms.
7.6.3 US-WECC

The recent WECC LVRT standard [13] is an effort to create compliance with the federal regulation FERC Order 661-A [12] in terms of the fault voltage level and duration (0 V for 9 cycles) and boundaries for the time of voltage recovery for both LVRT (until the voltage became higher than 90 %) and HVRT (until the voltage became lower than 110 %).

VRT (see Figure 7.9)

- All generators are required to remain in-service during three-phase faults with normal clearing (for a maximum of 9 cycles) unless clearing the fault disconnects the generator from the transmission system.
- The voltage is measured at the high-voltage side of the WPP step-up transformer.
- For single-phase faults, delayed clearing times apply unless clearing the fault disconnects the generator from the transmission system.
- The TSO should provide to the WPP owner the normal breaker clearing time for three-phase faults and the delayed clearing time for single-line-to-ground faults at the high-voltage side of the generating plant step-up transformer.
- There is no requirement for power limitation during fault or reactive power injection during fault or recovery.

A recent study by Transpower [16] summarizes the LVRT requirements in over 20 different countries.

7.7 Discussion of Harmonization of Grid Codes

From the survey presented above, it can be observed that the interconnection regulations vary considerably from country to country. It is often difficult to find a general technical justification
Grid Requirements for WT Systems 165

for the existing technical regulations that are currently in use worldwide due to the different wind power penetration levels in different countries and operational methodology of power systems.

For instance, countries with a weak power system, such as Ireland, have considered the impact of wind power on network stability issues, which means that they require fault ride-through capabilities for wind turbines already at a lower wind power penetration level compared with countries that have very robust systems. It is interesting to note that inclusion of FRT regulations for DFIG increase the overall cost by 5%. The European Wind Energy Association (EWEA) recommends that regulations for the European grid connection (or other nations) are to be developed in a more consistent and harmonized manner [17]. Harmonized technical requirements will bring maximum efficiency for all parties and should be employed wherever possible and appropriate. While this applies to all generation technologies, there is a particular urgency in the case of wind power. As wind penetration is forecasted to increase significantly in the short to medium term, it is essential that grid code harmonization should be tackled immediately. It will help manufacturers to internationalize their products/services, developers to reduce cost and TSOs to share experience, mutually, in operating power systems.

It is also important that the national GC should aim at an overall economically efficient solution; i.e. the costly technical requirements such as the ‘fault ride-through’ capability for wind turbines should be included only if they are technically required for reliable and stable power system operation. Hence, it can be summarized that GCs should be harmonized at least in the areas that have little impact on the overall costs of wind turbines. In other areas, GCs should take into account the specific power system robustness, the penetration level and/or the generation technology.

Moreover, interconnection standards of different countries may also vary in future.

7.8 Future Trends

The following requirements are expected to be included in future GCs.

7.8.1 Local Voltage Control

Both the Spanish and the German GCs have increased the complexity of the reactive current injection during fault and recovery and a continuous local voltage control may prove to be necessary, particularly for offshore wind farms [18].

7.8.2 Inertia Emulation (IE)

The Spanish GC [7] mentions that even if for the moment the ability to emulate inertia is not yet compulsory it is strongly recommended and it may be introduced as a requirement later.

The implementation of emulated inertia should be in the form of a PD controller acting on frequency variation as input and outputting the necessary power variation, as shown in Figure 7.10.

The following conditions apply:

• The gain $K_d$ should be adjustable between 0 and 15 sec. and the response time should be such that in 50 ms the active power should increase at least by $\Delta P = 5\%$. 
In order to be able to generate the required saturation levels, $\pm \Delta P_{\text{max}}$, energy storage of any technology is required in order to inject or absorb at least 10% active power for at least 2 sec.

- The deadband of frequency variation will be limited to $\pm 10$ mHz.
- The IE should be disabled for voltages lower than 0.85 p.u.

### 7.8.3 Power Oscillation Dumping (POD)

This is another feature strongly recommended by the Spanish GC [7] where, just as in the case of the synchronous generators, the system should be able to increase or decrease the output power in such a way to reduce the power oscillations in the low-frequency range (0.15–2.0 Hz). The following specific requirements apply:

- The POD can be implemented by ‘sharing’ the existing power–frequency regulator.
- The POD can ‘share’ the energy storage used for IE.
- The deadband of frequency variation will be limited to $\pm 10$ mHz.
- The POD should be disabled for voltages lower than 0.85 p.u.

Another important trend is to harmonize the GC worldwide by standardization of some requirements and testing procedures, say, for example, VRT. Actions in these directions are undertaken by the European Wind Energy Association (EWEA) and IEC. However, as grid systems have quite different characteristics worldwide it may be a long-term objective.

### 7.9 Summary

In this chapter, the grid code technical requirements were presented for the connection of wind farms to the power systems, basically at the HV level. A comparative overview and analysis of the main requirements was conducted, comprising several national and regional codes from many countries where high wind penetration levels have been achieved or are expected in the future. The objective of these requirements is to provide wind farms with the control and regulation capabilities encountered in conventional power plants that are necessary for the safe, reliable and economic operation of the power system. Current wind turbine technology, particularly its development over the last few years, has been heavily influenced by these requirements. Modern wind turbines are indeed capable of meeting all requirements set, with the exception of the constant-speed machines, which are practically not marketed any more for large-scale applications.
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Grid Synchronization in Three-Phase Power Converters

8.1 Introduction

One of the lessons learned from the intensive research conducted on distributed power systems during last few years is that the electricity networks of the future will be based to a large extent on new power electronics and ICT applications, some of which have already been in use in other sectors of industry for decades [1]. This implies that grid-connected power converters applied in distributed power generation systems should be carefully designed and controlled in order to achieve even better performance than the conventional power plants they replace.

One of the most important aspects to consider in the control of power converters connected to electrical grids is the proper synchronization with the three-phase utility voltages. This three-phase synchronization is not just a matter of multiplying by three the synchronization system used in single-phase applications, since the three phases of a three-phase system do not work autonomously but do it in a coordinated way, keeping particular relationships in terms of phase shifting and phase sequencing. Therefore, the three-phase voltage should be understood as a vector consisting of three voltage components, which provides the capability of generating and consuming power in a three-phase system.

The module and the rotation speed of the three-phase grid voltage vector keep constant when balanced sinusoidal waveforms are present in the three phases of the system – with equal amplitude, frequency and relative phase shifting. As shown in Figure 8.1, under such ideal operating conditions, the voltage vector describes a circular locus on a Cartesian plane, generally known as the $\alpha\beta$ plane.

In power systems, this rotating voltage vector is mainly supplied by big synchronous generators, and the electrical equipments located at the transmission, distribution and utilization levels are designed assuming that such a voltage vector has both a constant module and a constant positive rotation speed. In practice, however, there are multiple nonidealities in power systems that originate disturbances on the three-phase voltage vector. These voltage disturbances can be classified according to their harmonic spectrum, duration and amplitude.
and give rise to undesirable effects on electrical equipments, such as resonances, increasing power losses or premature ageing [2].

A grid-connected power converter is particularly sensitive to voltage disturbances since its control system might lose controllability on the power signals under such distorted operating conditions, which could trip any of its protection systems or might even destroy the power converter. Moreover, a power converter can interact with the grid at the point of common coupling in order to attenuate the voltage disturbances and reduce their undesirable effects. For these reasons, the voltage vector disturbances should be properly detected by the synchronization system, and the control system of the power converter should react to both ride-through such operating conditions and provide some support to the grid.

In the case where the voltage vector at the connection point of the power converter is distorted by high-order harmonics with reasonable amplitude, the detection system bandwidth can be reduced in order to cancel out the effect of these harmonics on the output. Despite this bandwidth reduction, the detection system should still operate satisfactorily in the presence of slow voltage fluctuations. In the case where the voltage vector is unbalanced, the bandwidth reduction is not an acceptable solution since the overall dynamic performance of the detection system would become unsatisfactorily deficient. In such a case, the sequence components of the unbalanced voltage vector should be identified by using specific detection techniques and passed as inputs to the control system to react accordingly to such voltage disturbance.

Therefore, grid synchronization of three-phase power converters entails the usage of advanced detection systems, specially designed to both reject high-order harmonics and identify the sequence components of the voltage vector in a fast and precise way. Particularly, the real-time detection of the sequence components of the voltage vector in three-phase networks is an essential issue in the control of distributed generation and storage systems, flexible AC transmission systems (FACTS), power line conditioners and uninterruptible power supplies (UPS) [3, 4]. In such systems, the magnitude and phase angle of the positive- and negative-sequence voltage components are generally used for the synchronization of the converter output variables, calculation of the power flow or transformation of stationary variables into rotating reference frames [5–7].

This chapter presents some three-phase synchronization systems suitable to be applied under unbalanced and distorted grid operating conditions.
8.2 The Three-Phase Voltage Vector under Grid Faults

Three-phase voltages can become unbalanced and distorted because of the effect of nonlinear loads and transient grid faults. Ideally, power converters used in distributed generation should be properly synchronized with the grid under such adverse operating conditions to stay actively connected, supporting the grid services (voltage/frequency) and keeping up generation. The faulty three-phase voltages can be generically understood as a summation of unbalanced harmonic components. Therefore, in a general way, the three-phase voltage vector can be written as

\[
v_{abc} = \begin{bmatrix} v_a \\ v_b \\ v_c \end{bmatrix} = \sum_{n=1}^{\infty} \left( v_{abc}^{+n} + v_{abc}^{-n} + v_{abc}^{0n} \right),
\]

where

\[
v_{abc}^{+n} = V^{+n} \begin{bmatrix} \cos(n \omega t + \phi^+ n) \\ \cos(n \omega t - \frac{2\pi}{3} + \phi^+ n) \\ \cos(n \omega t + \frac{2\pi}{3} + \phi^+ n) \end{bmatrix}
\]

\[
v_{abc}^{-n} = V^{-n} \begin{bmatrix} \cos(n \omega t + \phi^- n) \\ \cos(n \omega t - \frac{2\pi}{3} + \phi^- n) \\ \cos(n \omega t + \frac{2\pi}{3} + \phi^- n) \end{bmatrix}
\]

\[
v_{abc}^{0n} = V^{0n} \begin{bmatrix} \cos(n \omega t + \phi^0 n) \\ \cos(n \omega t + \phi^0 n) \\ \cos(n \omega t + \phi^0 n) \end{bmatrix}
\]

In (8.1) and (8.2), superscripts \( +n, -n \) and \( 0n \) respectively represent the positive-, negative- and zero-sequence components of the \( n \)th harmonic of the voltage vector \( v \).

Distributed generators are usually linked to three-phase networks by using a three-wire connection and hence they do not inject zero-sequence current into the grid. Thus, the zero-sequence component of the voltage vector will be intentionally ignored in the equations describing the synchronization systems presented in this chapter since it is not necessary to synchronize any current with such a zero-sequence voltage component. Nonetheless, if necessary, the zero-sequence component could be easily extracted from the voltage vector by applying the Clarke transformation, defined by (A.14) in Appendix A, and its characteristic module and phase angle can be determined by using any of the single-phase synchronization systems presented in Chapter 4. Moreover, three-phase power converters used in WT and PV systems generally inject positive-sequence currents at the fundamental frequency into the grid and only intentionally inject negative-sequence and harmonics currents in unusual cases, i.e. either avoiding power oscillations to protect the power converter or injecting unbalanced reactive currents to compensate the unbalanced grid voltage at the point of common coupling. Therefore, the correct detection of the positive-sequence component at the fundamental frequency of the three-phase grid voltage can be considered as the main task of the synchronization system of a grid-connected three-phase power converter.
In a general form, a positive-sequence voltage vector at the fundamental frequency interacting with either a positive- or negative-sequence \( n \)-th-order component can be expressed by

\[
v_{abc} = v_{abc}^+ + v_{abc}^- = V^+ \begin{bmatrix} \cos(\omega t) \\ \cos(\omega t - \frac{2\pi}{3}) \\ \cos(\omega t + \frac{2\pi}{3}) \end{bmatrix} + V^n \begin{bmatrix} \cos(n\omega t) \\ \cos(n\omega t - \frac{2\pi}{3}) \\ \cos(n\omega t + \frac{2\pi}{3}) \end{bmatrix}
\]

where \( n > 0 \) means a positive-sequence component and \( n < 0 \) a negative-sequence one. The voltage vector of (8.3) can be expressed on the Cartesian \( \alpha\beta \) stationary reference frame by using a reduced version of the Clarke transformation, resulting in

\[
v_{\alpha\beta} = \begin{bmatrix} v_\alpha \\ v_\beta \end{bmatrix} = [T_{\alpha\beta}] \cdot v_{abc} = \sqrt{3} \frac{1}{2} V^+ \begin{bmatrix} \cos(\omega t) \\ \sin(\omega t) \end{bmatrix} + \sqrt{3} \frac{1}{2} V^n \begin{bmatrix} \cos(n\omega t) \\ \sin(n\omega t) \end{bmatrix}
\]

where

\[
[T_{\alpha\beta}] = \sqrt{\frac{2}{3}} \begin{bmatrix} 1 & -1 \frac{1}{2} \\ \frac{1}{2} \sqrt{3} & \frac{1}{2} \sqrt{3} \\ 0 & -2 \frac{1}{2} \end{bmatrix}
\]

The voltage vector of (8.3) can also be expressed on a Cartesian \( dq \) rotating reference frame by using the Park transformation as

\[
v_{dq} = \begin{bmatrix} v_d \\ v_q \end{bmatrix} = [T_{dq}] \cdot v_{\alpha\beta} = \sqrt{3} \frac{1}{2} V^+ \begin{bmatrix} \cos(\omega t - \theta' ) \\ \sin(\omega t - \theta' ) \end{bmatrix} + \sqrt{3} \frac{1}{2} V^n \begin{bmatrix} \cos(n\omega t - \theta' ) \\ \sin(n\omega t - \theta' ) \end{bmatrix}
\]

where

\[
[T_{dq}] = \begin{bmatrix} \cos(\theta') & \sin(\theta') \\ -\sin(\theta') & \cos(\theta') \end{bmatrix}
\]

with \( \theta' \) the angular position of the \( dq \) rotating reference frame.

As an illustrative example, Figure 8.2 shows the evolution of the three-phase voltage vector of (8.3) in two different cases. Figure 8.2(a) shows the interaction of the fundamental frequency positive-sequence component with a fundamental frequency negative-sequence component \( (n = -1) \), whereas Figure 8.2(b) shows the interaction of the fundamental frequency positive-sequence component with a fifth harmonic negative-sequence component \( (n = -5) \).

Assuming that the \( dq \) reference frame rotates synchronously with the positive-sequence voltage vector, with the \( d \) axis in the same direction as the positive-sequence voltage vector \( v^+ \), i.e. with \( \theta' = \omega t \), the expression of (8.6) gives rise to

\[
v_{dq} = \sqrt{3} \frac{1}{2} V^+ \begin{bmatrix} 1 \\ 0 \end{bmatrix} + \sqrt{3} \frac{1}{2} V^n \begin{bmatrix} \cos((n - 1)\omega t) \\ \sin((n - 1)\omega t) \end{bmatrix}
\]
From (8.8), the module and angular position of the three-phase voltage vector, \(|v|\) and \(\theta\) respectively are given by

\[
|v| = \sqrt{v_α^2 + v_β^2} = \sqrt{\frac{3}{2} \left[ (V^+)^2 + (V^-)^2 + 2V^+ V^- \cos((n-1)ωt) \right]} \tag{8.9}
\]

\[
θ = \tan^{-1} \left( \frac{v_β}{v_α} \right) = ωt + \tan^{-1} \left( \frac{v_d}{v_q} \right) = ωt + \tan^{-1} \left[ \frac{V^n \sin((n-1)ωt)}{V^+ + V^- \cos((n-1)ωt)} \right] \tag{8.10}
\]

Equations (8.9) and (8.10) are evidence that the compound voltage vector \(v\) has neither constant module nor rotational frequency. Moreover, these equations show that both the amplitude and the angular position of the positive-sequence component cannot be extracted by just filtering the detected module and phase angle of the compound voltage vector \(v\).

As an example, Figure 8.3(a) shows the phase voltage waveforms of a three-phase system affected by a phase-to-phase grid fault. Just the positive- and negative-sequence components are considered in this example, being \(V^+ = 0.75\) p.u. and \(V^- = 0.25\) p.u. (it is assumed here that the pre-fault voltage amplitude is equal to 1 p.u.). Therefore, the module and angular position of the voltage vector during the grid fault are given by

\[
|v| = \sqrt{0.9375 + 0.5625 \cos(2ωt)} \tag{8.11}
\]

\[
θ = ωt + \tan^{-1} \left[ \frac{0.25 \sin(-2ωt)}{0.75 + 0.25 \cos(2ωt)} \right] \tag{8.12}
\]

Figure 8.3(b) shows the locus described by the voltage vector normalized with respect to the pre-fault vector module. In this figure, the instantaneous value of the angular frequency of the voltage vector, \(dθ/dt\), has been represented on a vertical axis, orthogonal to the \(αβ\) plane. It can
be appreciated in this figure how the voltage vector locus changes from a circle to a completely different shape once the fault happens. However, the projection of this three-dimensional shape on the \( \alpha\beta \) plane matches the ellipse plotted in Figure 8.2(a). This figure highlights that the instantaneous angular frequency of the voltage vector is not a constant during the grid fault, which should be taken into account when a three-phase synchronization system is designed.

Figure 8.3(c) shows the evolution of the voltage vector module \(|v|\), normalized with respect to the pre-fault vector module. The average value of the voltage vector module during the grid fault, \(|v|_{\text{avg}}\), is plotted by a dashed line, whereas the module of the positive-sequence voltage vector, \(|v^+|\), is plotted by a thin continuous line. Figure 8.3(d) shows the evolution of
the voltage vector phase angle $\theta$. Both figures show that the information about the positive-sequence voltage vector $v^+$ cannot be properly obtained by just applying conventional filtering techniques to the module and phase-angle signals of the compound vector $v$.

### 8.2.1 Unbalanced Grid Voltages during a Grid Fault

Before presenting some solutions for detecting the sequence components of an unbalanced voltage vector, an example of how such unbalanced voltages are generated during a grid fault will be presented here. The analysis procedure presented in the following can be applied to any kind of grid fault to obtain its characteristic parameters (three-phase, three-phase to ground, phase to ground, etc.). Nevertheless, a more detailed explanation about this topic can be found in the literature [8–10].

The phase-to-phase grid fault that originated the unbalanced waveforms of Figure 8.3(a) can be represented by the circuit of Figure 8.4, where it is assumed that the line impedance is equal for all three phases and the voltage supplied by the three-phase generator is sinusoidal, balanced with positive-sequence components, at the fundamental frequency.

The phase voltages and current in the faulty lines of Figure 8.4 verify that

$$v_{b'} = v_{c'}; \quad i_{b'} = -i_{c'}; \quad i_{a'} = 0$$  \hspace{1cm} (8.13)

From (8.13) and using phasors, the positive-, negative- and zero-sequence voltage components at the fault point, $\vec{V}_{a'}^+, \vec{V}_{a'}^-, \vec{V}_{a'}^0$, can be calculated by equation (A.1) of Appendix A, resulting in

$$\begin{align*}
\vec{v}_{a'}^+ &= \vec{v}_{a'}^- \\
\vec{v}_{a'}^0 &= \frac{1}{3} \begin{bmatrix}
1 & \alpha & \alpha^2 \\
\alpha & 1 & \alpha \\
\alpha^2 & \alpha & 1
\end{bmatrix}
\begin{bmatrix}
\vec{V}_{a'}^- \\
\vec{V}_{b'} \\
\vec{V}_{c'}
\end{bmatrix}
= \frac{1}{3} \begin{bmatrix}
\vec{V}_{a'}^+ - \vec{V}_{b'} \\
\vec{V}_{a'}^+ - \vec{V}_{c'} \\
\vec{V}_{a'}^+ + 2\vec{V}_{b'}
\end{bmatrix}
\end{align*}$$  \hspace{1cm} (8.14)

where $\alpha = e^{j2\pi/3} = 1\angle 120^\circ$ is the Fortescue operator [11]. Voltage phasors of (8.14) indicate that the positive- and negative-sequence voltage components at the fault point are equal, i.e. $\vec{V}_{a'}^+ = \vec{V}_{a'}^-$. 

![Figure 8.4](image-url)
Likewise, from (8.13), the positive-, negative- and zero-sequence components of the line currents during the grid fault are given by

\[
\begin{bmatrix}
I_{a}^+ \\
I_{a}^- \\
I_{a}^0
\end{bmatrix} = \frac{1}{3} \begin{bmatrix}
1 & \alpha & \alpha^2 \\
1 & \alpha^2 & \alpha \\
1 & 1 & 1
\end{bmatrix} \begin{bmatrix}
I_{a}' \\
I_{b}' \\
I_{c}'
\end{bmatrix} = \frac{1}{\sqrt{3}} \begin{bmatrix}
jI_{b}' \\
jI_{b}' \\
0
\end{bmatrix}
\]  

(8.15)

Current phasors of (8.15) indicate that the zero-sequence current component is equal to zero and, consequently, the addition of the positive- and negative-sequence current components are equal to zero as well, namely \(I_{a}^0 = 0\) and \(I_{a}^+ + I_{a}^- = 0\).

Once the relationships between the sequence components of voltages and currents during the grid fault are defined, the actual three-phase circuit of Figure 8.4 can be transformed into the equivalent circuits of Figure 8.5 based on the sequence components. In this figure, \(\vec{V}_{Sa}^+\) represents the pre-fault voltage vector of the phase \(a\), i.e. one of the three phase voltages of the positive-sequence balanced pre-fault voltage vector.

Assuming that the positive- and negative-sequence line impedances at the source side are equal, i.e. \(\vec{Z}_{S}^+ = \vec{Z}_{S}^- = \vec{Z}_{S}\), which is true in most cases, the circuit of Figure 8.5 gives rise to the following sequence voltages at the point of common coupling (PCC):

\[
\vec{V}_{a}^+ = \frac{\vec{Z}_{S} + (\vec{Z}_{F}^+ + \vec{Z}_{F}^-)}{2\vec{Z}_{S} + (\vec{Z}_{F}^+ + \vec{Z}_{F}^-)} \vec{V}_{Sa}^+ 
\]  

(8.16a)

\[
\vec{V}_{a}^- = \frac{\vec{Z}_{S}}{2\vec{Z}_{S} + (\vec{Z}_{F}^+ + \vec{Z}_{F}^-)} \vec{V}_{Sa}^+ 
\]  

(8.16b)

\[
\vec{V}_{a}^0 = 0 
\]  

(8.16c)
The severity of the grid fault seen from the PCC can be assessed by the dip parameter $\tilde{D}$, which defines the relationship between the line impedances at the fault side and the source side, i.e.

$$\tilde{D} = D \angle \rho_D = \frac{(\tilde{Z}_F + \tilde{Z}_F^-)}{2\tilde{Z}_S + (\tilde{Z}_F^+ + \tilde{Z}_F^-)}$$  \hspace{1cm} (8.17)

It is worth highlighting here that the magnitude of the faulty voltage depends on the distance from the PCC to the fault point, namely it mainly depends on the module of $\tilde{D}$. The difference in the phase angle between the pre-fault and the faulty voltage depends on the phase angle of $\tilde{Z}_S$. If the $X/R$ ratio of the impedances at both sides of the PCC remains constant, i.e. if the phase angle of $\tilde{Z}_S$ is equal to that of $\tilde{Z}_F^+ + \tilde{Z}_F^-$, there is no phase-angle jump between the pre-fault and the faulty voltage.

Substituting (8.17) in (8.16), the sequence voltages at the PCC can be written as

$$V_{+0(pcc)} = \begin{bmatrix} \tilde{V}_a^+ \\ \tilde{V}_a^- \\ \tilde{V}_a^0 \end{bmatrix} = \frac{1}{2} \tilde{V}_{Sa} \begin{bmatrix} 1 + \tilde{D} \\ 1 - \tilde{D} \\ 0 \end{bmatrix}$$  \hspace{1cm} (8.18)

From (8.18), the phase voltages at the PCC can be calculated by using equation (A.4) of Appendix A, resulting in

$$V_{abc(pcc)} = \begin{bmatrix} \tilde{V}_a \\ \tilde{V}_b \\ \tilde{V}_c \end{bmatrix} = \begin{bmatrix} \frac{1}{2} - \frac{\sqrt{3}}{2} \tilde{D} \\ \frac{1}{2} + \frac{\sqrt{3}}{2} \tilde{D} \\ \alpha^2 \end{bmatrix} \begin{bmatrix} \tilde{V}_a^+ \\ \tilde{V}_a^- \\ \tilde{V}_a^0 \end{bmatrix} = \tilde{V}_{Sa}^+ \begin{bmatrix} \frac{1}{2} - \frac{\sqrt{3}}{2} \tilde{D} \\ \frac{1}{2} + \frac{\sqrt{3}}{2} \tilde{D} \\ \alpha \end{bmatrix}$$  \hspace{1cm} (8.19)

In this example, the voltage phasors of (8.19) describe the unbalanced voltage waveforms of Figure 8.3(a), which are related to a phase-to-phase grid fault.

8.2.2 Transient Grid Faults, the Voltage Sags (Dips)

A voltage sag, also called a voltage dip, is a sudden reduction of the grid voltage at the PCC, generally between 10 and 90 % of the rated value, during a period lasting from half a cycle to a few seconds. Voltage sags usually happen as a consequence of short-circuits, faults to ground, transformers energizing and connection of large induction motors. Depending on both the type of grid fault and the transformer connections along the power lines, it is possible to distinguish between different types of voltage sags.

The definition of guidelines to classify voltage sags is a matter that remains under discussion still today [12]. The product $\tilde{D} \tilde{V}_{Sa}^+$ is known as the ‘characteristic voltage’ of the voltage sag and represents either the phase voltage in phase-to-ground faults or the line-to-line voltage in phase-to-phase faults. Likewise, the phase angle of $\tilde{D}$ is known as the ‘characteristic phase angle jump’ of the voltage sag. Figure 8.6 shows four types of voltage sag resulting from
Sag type A. Three-phase fault and three-phase-to-ground fault

\[
\begin{bmatrix}
\tilde{V}_a \\
\tilde{V}_b \\
\tilde{V}_c
\end{bmatrix}
= \begin{bmatrix}
1 \\
-\frac{1}{2} - j\frac{\tilde{D}}{2} \\
-\frac{1}{2} + j\frac{\tilde{D}}{2}
\end{bmatrix}
\tilde{V}_s^a,
\]

\[
\begin{bmatrix}
\tilde{V}_a^p \\
\tilde{V}_b^p \\
\tilde{V}_c^p
\end{bmatrix}
= \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix}
\tilde{D}\tilde{V}_s^a.
\]

\[
\tilde{D} = \frac{Z_F}{Z_s + Z_F^*}
\]

Sag type B. Single-phase-to-ground fault

\[
\begin{bmatrix}
\tilde{V}_a \\
\tilde{V}_b \\
\tilde{V}_c
\end{bmatrix}
= \begin{bmatrix}
\frac{\tilde{D}}{2} \\
-\frac{1}{2} - j\frac{\tilde{D}}{2} \\
-\frac{1}{2} + j\frac{\tilde{D}}{2}
\end{bmatrix}
\tilde{V}_s^a,
\]

\[
\begin{bmatrix}
\tilde{V}_a^p \\
\tilde{V}_b^p \\
\tilde{V}_c^p
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{2} \\
\frac{1}{2} + j\frac{\tilde{D}}{2} \\
\frac{1}{2} - j\frac{\tilde{D}}{2}
\end{bmatrix}
\tilde{V}_s^a,
\]

\[
\tilde{D} = \frac{Z_F^* + Z_F + Z_g^*}{2Z_s + Z_F + Z_F^*}
\]

Sag type C. Phase-to-phase fault

\[
\begin{bmatrix}
\tilde{V}_a \\
\tilde{V}_b \\
\tilde{V}_c
\end{bmatrix}
= \begin{bmatrix}
1 \\
-\frac{1}{2} - j\frac{\tilde{D}}{2} \\
-\frac{1}{2} + j\frac{\tilde{D}}{2}
\end{bmatrix}
\tilde{V}_s^a,
\]

\[
\begin{bmatrix}
\tilde{V}_a^p \\
\tilde{V}_b^p \\
\tilde{V}_c^p
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{2} \\
\frac{1}{2} + j\frac{\tilde{D}}{2} \\
\frac{1}{2} - j\frac{\tilde{D}}{2}
\end{bmatrix}
\tilde{V}_s^a,
\]

\[
\tilde{D} = \frac{Z_F^* + Z_F}{2Z_s + Z_F + Z_F^*}
\]

Sag type D. Two-phase to ground fault

\[
\begin{bmatrix}
\tilde{V}_a \\
\tilde{V}_b \\
\tilde{V}_c
\end{bmatrix}
= \begin{bmatrix}
1 \\
-\frac{1}{2} - j\frac{\tilde{D}}{2} \\
-\frac{1}{2} + j\frac{\tilde{D}}{2}
\end{bmatrix}
\tilde{V}_s^a,
\]

\[
\begin{bmatrix}
\tilde{V}_a^p \\
\tilde{V}_b^p \\
\tilde{V}_c^p
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{2} \\
\frac{1}{2} + j\frac{\tilde{D}}{2} \\
\frac{1}{2} - j\frac{\tilde{D}}{2}
\end{bmatrix}
\tilde{V}_s^a,
\]

\[
\tilde{D} = \frac{Z_F^*}{Z_s + Z_F^*}
\]

Figure 8.6 Voltage sags due to grid faults in three-phase systems with \(\tilde{D} = 0.5\angle0^\circ\)
different grid faults in which the characteristic phase angle jump was assumed equal to zero. In this figure, the voltage sags have been typified according to the nomenclature proposed in reference [8]. The characteristic parameters of the voltage sags of Figure 8.6 can be calculated by following a similar procedure to the one described in the previous example for a phase-to-phase fault. A more detailed explanation about this mathematical procedure can be found in reference [9].

There are many practical cases in which the $X/R$ ratio of the impedances at both sides of the PCC of Figure 8.4 does not keep constant during a fault, which implies a phase-angle jump is different to zero. This is particularly true when the fault affects to power lines consisting of sections with different impedances, or when big induction motors are connected to the grid. In such a case, the voltage phasors during the grid fault lose the symmetry, shown by the sags of Figure 8.6. As an example, Figure 8.7 shows a voltage sag type C with $\vec{D} = 0.5 \angle -30^\circ$.

### 8.2.3 Propagation of Voltage Sags

The type of sag experienced by a system connected to a given AC bus not only depends on the number of phases affected by the grid fault but it is also influenced by the transformers located in between the AC bus and the fault point. The amplitude and phase angle of the unbalanced voltage resulting from a given grid fault will be modified when propagated through regular three-phase transformers used in power systems, which will give rise to new types of voltage sags different to the ones shown in Figure 8.6. Moreover, the zero-sequence component, generally present in phase-to-ground faults, will be removed. As an example, Figure 8.8 shows how the line-to-line voltages of a sag type C applied to the primary of a $Dy$ transformer are propagated to the secondary winding with different voltage amplitudes and phase angles, which results in a new type of voltage sag (type D).

To identify the different types of voltage sag existing in a generic distribution system, voltage on the buses of a power line like the one shown in Figure 8.9 are analysed in this section. In this analysis, three possible points of common coupling (PCC$_1$, PCC$_2$ and PCC$_3$) are considered, which result from the cascade connection of two $Dy$ transformers. An analysis
of the voltages measured on PCC₂ and PCC₃ allows three new types of voltage sags (types D, F and G) to be identified from the original voltage sags (types A, B, C and E) existing on bus PCC₁ as a consequence of different types of faults occurred at bus F.

The relationship between the different types of voltage sag is summarized in Table 8.1. The sequence components and phase-voltages of the voltage sag types D, F and G are shown in Figure 8.10.

<table>
<thead>
<tr>
<th>Fault type</th>
<th>Point of common coupling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three-phase/three-phase to ground</td>
<td>A  A  A</td>
</tr>
<tr>
<td>Single-phase to ground</td>
<td>B  C  D</td>
</tr>
<tr>
<td>Two-phase</td>
<td>C  D  C</td>
</tr>
<tr>
<td>Two-phase to ground</td>
<td>E  F  G</td>
</tr>
</tbody>
</table>
Sag type D. Propagation of a sag type C

\[
\begin{bmatrix}
\tilde{V}_a \\
\tilde{V}_b \\
\tilde{V}_c \\
\end{bmatrix} = \begin{bmatrix}
\frac{1}{2} \tilde{D} \\
-\frac{1}{2} \tilde{D} - j \frac{\sqrt{3}}{2} \tilde{D}
\end{bmatrix} \begin{bmatrix}
\tilde{V}^{+}_a \\
\tilde{V}^{+}_b \\
\tilde{V}^{+}_c \\
\end{bmatrix}
\]

Sag type F. Propagation of a sag type E

\[
\begin{bmatrix}
\tilde{V}_a \\
\tilde{V}_b \\
\tilde{V}_c \\
\end{bmatrix} = \begin{bmatrix}
\frac{1}{2} \tilde{D} \\
-\frac{1}{2} \tilde{D} - j \frac{\sqrt{3}}{2} \tilde{D}
\end{bmatrix} \frac{1}{2} \begin{bmatrix}
1 + 2 \tilde{D} \\
(1 - \tilde{D}) \\
0
\end{bmatrix}
\]

Sag type G. Propagation of a sag type F

\[
\begin{bmatrix}
\tilde{V}_a \\
\tilde{V}_b \\
\tilde{V}_c \\
\end{bmatrix} = \begin{bmatrix}
\frac{1}{2} (2 + \tilde{D}) \\
-\frac{2 + \tilde{D}}{6} - j \frac{2 \tilde{D}}{3} \tilde{D} \\
-\frac{2 + \tilde{D}}{6} + j \frac{2 \tilde{D}}{3} \tilde{D}
\end{bmatrix} \begin{bmatrix}
\tilde{V}^{+}_a \\
\tilde{V}^{+}_b \\
\tilde{V}^{+}_c \\
\end{bmatrix}
\]

Figure 8.10 Voltage sags due to the propagation of grid faults in three-phase systems with \( \tilde{D} = 0.5 \angle 0^\circ \)
8.3 The Synchronous Reference Frame PLL under Unbalanced and Distorted Grid Conditions

The most extended technique used for frequency-insensitive grid synchronization in three-phase systems is the PLL based on the synchronous reference frame (SRF-PLL) [13]. The conventional SRF-PLL translates the three-phase voltage vector from the \(abc\) natural reference frame to the \(dq\) rotating reference frame by using Park’s transformation \([T_\theta]\), as shown in Figure 8.11. The angular position of this \(dq\) reference frame is controlled by a feedback loop that regulates the \(q\) component to zero. As shown in (8.20), the \([T_\theta]\) transformation in this PLL has been rescaled by using a \(2/3\) factor in order to detect the amplitude of the sinusoidal input signal instead of the module of the input voltage vector. Therefore, in the steady state, the \(d\) component depicts the amplitude of the sinusoidal positive-sequence input voltage \((V^+1)\) and its phase angle is determined by the output of the feedback loop \((\theta')\).

\[
\begin{bmatrix}
    v_d \\
    v_q
\end{bmatrix}
= [T_\theta]
\begin{bmatrix}
    v_a \\
    v_b \\
    v_c
\end{bmatrix}
= \frac{2}{3}
\begin{bmatrix}
    \cos(\theta') & \cos(\theta' - \frac{2\pi}{3}) & \cos(\theta' + \frac{2\pi}{3}) \\
    -\sin(\theta') & -\sin(\theta' - \frac{2\pi}{3}) & -\sin(\theta' + \frac{2\pi}{3})
\end{bmatrix}
\] (8.20)

\[
[T_\theta] = [T_{dq}] \cdot [T_{\alpha\beta}] \cdot [T_{dq}]
= \begin{bmatrix}
    \cos(\theta') & \sin(\theta') \\
    -\sin(\theta') & \cos(\theta')
\end{bmatrix}
\cdot \begin{bmatrix}
    1 & -\frac{1}{2} & -\frac{i}{2}
    0 & \sqrt{3}/2 & -\sqrt{3}/2
\end{bmatrix}
\] (8.21)

Under ideal grid conditions, i.e. when the grid voltage is not affected by either harmonic distortion or unbalances, setting a high bandwidth for the SRF-PLL feedback loop yields a fast and precise detection of the phase angle and amplitude of the grid voltage. Column (a) of Figure 8.12 shows some waveforms illustrating the response of an SRF-PLL, tuned with a high gain, i.e. a high bandwidth, in the presence of a voltage sag type A. As shown in this figure, the SRF-PLL almost instantaneously detects the amplitude and phase angle of the balanced input voltage vector by making \(v_q = 0\). Column (b) of Figure 8.12 shows the response of the SRF-PLL when the voltage sag type A is polluted by a fifth-order harmonic \((V^{-5} = 0.1V^{+1})\). In this case, the SRF-PLL makes a small error in tracking the instantaneous position of the input voltage vector and consequently \(v_q \neq 0\). This is in fact an advantage, since the PLL automatically will reduce the effect of the fifth-order harmonic on the angular position of the \(dq\) reference frame. Hence, the average value of the voltage on the \(d\) axis will match the amplitude of the positive-sequence fundamental voltage, i.e. \(\bar{v}_d = V^{+1}\). Therefore, it can be concluded that a slight reduction in the PLL bandwidth improves its response, almost completely rejecting the effect of high-order harmonics on the PLL output signals. Column (c) of Figure 8.12 shows the response of an SRF-PLL when the grid voltage experienced a sag type C with \(V_{a}^{+1} = 0.75\angle 0^\circ\) and \(V_{a}^{-1} = 0.25\angle 0^\circ\). In this SRF-PLL, the control loop bandwidth was high enough to make \(v_q \approx 0\), which means that the SRF-PLL was able to instantaneously track the evolution of the unbalanced voltage vector applied to its input. Therefore, the detected phase angle, shown in the second plot of Figure 8.12(c), matches the one calculated by (8.12) and presents oscillations at twice the input frequency. On the other hand, the voltage \(v_{dq}\), shown in the third plot in Figure 8.12(c), matches the value calculated by the expression (8.11) – multiplied by \(\sqrt{2}/3\) since the Park transformation of (8.20) was rescaled. Consequently, as commented in Section 8.2, the amplitude of
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Figure 8.11  Basic block diagram of the SRF-PLL

Figure 8.12  Representative waveforms of an SRF-PLL with high bandwidth detecting: (a) a balanced voltage sag, (b) a balanced and distorted voltage sag and (c) an unbalanced voltage sag. From top to bottom, each column shows the three-phase input voltage (p.u.), the detected phase angle (rad) and the detected voltages on the $dq$ axis (p.u.)
the positive-sequence component cannot be properly evaluated by just using conventional filtering techniques to extract the average value of $v_d$.

As previously mentioned, a reduction of the PLL bandwidth can help to attenuate the effect of the distorting components on the SRF-PLL output signals. Figure 8.13 shows some representative plots from an SRF-PLL, tuned with a low bandwidth, when the grid voltage is affected by the same amount of fifth harmonic as in the case of Figure 8.12(b). It can be appreciated in Figure 8.13(c) how the PLL is not able to instantaneously track the angular position of the fifth-order component and thus it gives rise to an oscillating error signal on both axes of the $dq$ reference frame. Therefore, a simple low-pass filter can be used to obtain the average value of the voltage on the $d$ axis, $\bar{v}_d$. Figure 8.13(c) shows the result of applying a second-order low-pass filter with a cut-off frequency of 20 Hz to extract $\bar{v}_d$. It is possible to appreciate in this figure how $\bar{v}_d$ almost perfectly matches the positive-sequence voltage amplitude $V^+$. Figure 8.13(d) and (e) shows the reconstruction of the detected positive-sequence voltage and its spectrum respectively. These figures confirm that reduction of the PLL bandwidth is an effective measure to obtain high-quality signals at the SRF-PLL output when synchronizing with three-phase voltages polluted by high-order harmonics [14].

However, as evidenced in the following, limitation of the PLL bandwidth is not the most effective solution to extract the positive-sequence component from the unbalanced three-phase voltages resulting from an asymmetrical grid fault.

After applying the rescaled $[T_{\alpha\beta}]$ transformation of (8.21), the unbalanced grid voltage can be expressed on the $\alpha\beta$ reference frame as

$$v_{\alpha\beta} = \begin{bmatrix} v_\alpha \\ v_\beta \end{bmatrix} = V^+ \begin{bmatrix} \cos(\omega t) \\ \sin(\omega t) \end{bmatrix} + V^- \begin{bmatrix} \cos(-\omega t) \\ \sin(-\omega t) \end{bmatrix}$$

(8.22)

Therefore, if it is assumed that the PLL bandwidth is low enough only to allow tracking the evolution of the positive-sequence component of the input voltage, which means that the $dq$ reference frame rotates at the positive-sequence fundamental frequency, the voltage on the $dq$ axes, resulting from applying the $[T_{dq}]$ transformation of (8.21) on the vector of (8.22), will be given by

$$v_{dq} = V^+ \begin{bmatrix} 1 \\ 0 \end{bmatrix} + V^- \begin{bmatrix} \cos(-2\omega t) \\ \sin(-2\omega t) \end{bmatrix}$$

(8.23)

In (8.23), it has been additionally assumed that the $d$ axis of the SRF perfectly matches the angular position of the positive-sequence component of the input voltage vector. Therefore, (8.23) indicates that the amplitude of the positive-sequence component might be easily obtained by just using any filtering technique to cancel out the oscillation at $2\omega$ present on the $d$ axis signal.

Figure 8.13 allows the performance of the SRF-PLL to be evaluated when a second-order low-pass filter with a cut-off frequency of 20 Hz is used to extract $\tilde{v}_d$. Figure 8.13(a) shows the unbalanced input voltage (sag type C with $\vec{V}_a^+ = 0.75\angle 0^\circ$, $\vec{V}_a^- = 0.25\angle 0^\circ$). Figure 8.13(b) shows the phase angle detected by the PLL, confirming that the low bandwidth set to the PLL only allows tracking of the positive-sequence component of the unbalanced input voltage vector. Figure 8.13(c) shows in thin lines the voltages on the $dq$ axes of the SRF and in thick
Figure 8.13 Representative waveforms of an SRF-PLL with a low bandwidth: (a, f) three-phase input voltage, (b, g) detected phase angle, (c, h) detected amplitude for the positive-sequence voltage component, (d, i) positive-sequence detected voltage and (e, j) spectrum of the three-phase detected voltage.
line the signal \( \bar{v}_d \) extracted by the second-order low-pass filter. Using an estimation of the amplitude and phase angle, the positive-sequence voltage waveforms can be reconstructed as shown in Figure 8.13(d). The spectrum of these waveforms is shown in Figure 8.13(e). As appreciated in these last two plots, the detection of the positive-sequence component of the input voltage vector is not accurately detected since the detection of both the amplitude and phase angle is just based on an approximation, i.e. on the attenuation of the oscillation at \( 2\omega \) generated by the negative-sequence component, and not in the accurate cancellation of such oscillation. Of course, the better the filtering technique applied to cancel out oscillations at \( 2\omega \) on the \( dq \) voltages the better is the synchronization system that will be obtained [15], which is necessary to guarantee that the selected filtering technique presents a frequency adaptive response [16]. The next section of this chapter presents an enhanced synchronization technique based on decoupling the effects of the positive- and negative-sequence components of the input voltage vector.

8.4 The Decoupled Double Synchronous Reference Frame PLL (DDSRF-PLL)

This section presents an improved three-phase synchronous PLL based on using two synchronous reference frames, rotating with positive and negative synchronous speeds, respectively. The usage of this double synchronous reference frame allows decoupling of the effect of the negative-sequence voltage component on the \( dq \) signals detected by the synchronous reference frame rotating with positive angular speed, and vice versa, which makes possible accurate grid synchronization even under unbalanced grid faults [17].

8.4.1 The Double Synchronous Reference Frame

Figure 8.14 shows the positive- and negative-sequence components of the unbalanced voltage vector together with a double synchronous reference frame (DSRF) consisting of two rotating reference frames: \( dq^{+1} \), rotating with the positive speed \( \omega' \) and whose angular position is \( \theta' \), and \( dq^{-1} \), rotating with the negative speed \( -\omega' \) and whose angular position is \( -\theta' \).

![Figure 8.14 Voltage vectors and axes of the DSRF](image-url)
If it is assumed that the angular position of the positive reference frame \( dq^+ \) matches the angular position of the positive-sequence voltage vector \( v^+ \), i.e. if \( \theta' = \omega t \), the unbalanced input voltage vector \( v \) can be expressed on the DSRF, yielding

\[
\begin{align*}
v_{dq}^+ &= \begin{bmatrix} v_{d}^+ \\ v_{q}^+ \end{bmatrix} = [T_{dq}^+] \cdot v_{\alpha\beta} = V^+ \begin{bmatrix} 1 \\ 0 \end{bmatrix} + V^{-1} \begin{bmatrix} \cos(-2\omega t) \\ \sin(-2\omega t) \end{bmatrix} \\
v_{dq}^- &= \begin{bmatrix} v_{d}^- \\ v_{q}^- \end{bmatrix} = [T_{dq}^-] \cdot v_{\alpha\beta} = V^+ \begin{bmatrix} \cos(2\omega t) \\ \sin(2\omega t) \end{bmatrix} + V^{-1} \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\end{align*}
\]

(8.24) **(8.25)**

where

\[
[T_{dq}^+] = [T_{dq}^-]^T = \begin{bmatrix} \cos(\theta') & \sin(\theta') \\ -\sin(\theta') & \cos(\theta') \end{bmatrix}
\]

(8.26)

Expressions of (8.24) and (8.25) are evidence that the DC values on the \( dq^+ \) and the \( dq^- \) frames correspond to the amplitude of the sinusoidal signals of \( v^+ \) and \( v^- \), while the oscillations at \( 2\omega \) correspond to the coupling between axes appearing as a consequence of the voltage vectors rotating in opposite directions. Therefore, instead of using any filtering technique for attenuating oscillations at \( 2\omega \), a decoupling network is presented in the following to completely cancel out the effect of such oscillations on the synchronous reference frame voltages of the PLL.

### 8.4.2 The Decoupling Network

To generalize the explanation of the decoupling network used in the DSRF, one supposes a voltage vector consisting of two generic components rotating with \( n\omega \) and \( m\omega \) frequencies respectively, where \( n \) and \( m \) can be either positive or negative. Therefore, this generic voltage vector is given by

\[
v_{\alpha\beta} = \begin{bmatrix} v_{\alpha} \\ v_{\beta} \end{bmatrix} = v_{\alpha\beta}^n + v_{\alpha\beta}^m = V^n \begin{bmatrix} \cos(n\omega t + \phi^n) \\ \sin(n\omega t + \phi^n) \end{bmatrix} + V^m \begin{bmatrix} \cos(m\omega t + \phi^m) \\ \sin(m\omega t + \phi^m) \end{bmatrix}
\]

(8.27)

Additionally, two rotating reference frames are considered, \( dq^n \) and \( dq^m \), whose angular positions are \( n\theta' \) and \( m\theta' \) respectively, where \( \theta' \) is the phase angle detected by the PLL. If a perfect synchronization of the PLL is possible, i.e. if \( \theta' = \omega t \), with \( \omega \) the fundamental grid
frequency, the voltage vector in (8.27) can be expressed on the $dq^n$ and $dq^m$ reference frames as follows:

$$v_{dq^n} = \begin{bmatrix} v_{d^n} \\ v_{q^n} \end{bmatrix} = \begin{bmatrix} \bar{v}_{d^n} \\ \bar{v}_{q^n} \end{bmatrix} = V^n \begin{bmatrix} \cos(\phi^n) \\ \sin(\phi^n) \end{bmatrix}$$

$$+ V^m \cos(\phi^m) \begin{bmatrix} \cos((n-m)\omega t) \\ -\sin((n-m)\omega t) \end{bmatrix} + V^m \sin(\phi^m) \begin{bmatrix} \sin((n-m)\omega t) \\ \cos((n-m)\omega t) \end{bmatrix}$$

(8.28)

$$v_{dq^m} = \begin{bmatrix} v_{d^m} \\ v_{q^m} \end{bmatrix} = \begin{bmatrix} \bar{v}_{d^m} \\ \bar{v}_{q^m} \end{bmatrix} = V^m \begin{bmatrix} \cos(\phi^m) \\ \sin(\phi^m) \end{bmatrix}$$

$$+ V^n \cos(\phi^n) \begin{bmatrix} \cos((n-m)\omega t) \\ \sin((n-m)\omega t) \end{bmatrix} + V^n \sin(\phi^n) \begin{bmatrix} -\sin((n-m)\omega t) \\ \cos((n-m)\omega t) \end{bmatrix}$$

(8.29)

As shown by (8.28) and (8.29), the amplitude of the AC terms in the $dp^n$ axes depends on the DC terms of the signals on the $dq^n$ axes, and vice versa. Therefore, once the coupling terms between both reference frames are identified, a decoupling cell, such as the one shown in Figure 8.15, can be designed to cancel out the oscillations generated by the voltage vector $v^m$ on the $dq^n$ axes signals. To cancel out the oscillations in the $dq^m$ axes signals, the same structure may be used, but with swapping of the $m$ and $n$ indexes in it. In Figure 8.15, the DC terms on the $dq^m$ axes are represented as $\bar{v}_{d^m}$ and $\bar{v}_{q^m}$. As shown in Figure 8.16, a

![Figure 8.15 Decoupling cell for cancelling the effect of $v^m$ on the $dq^n$ frame signals](image)
cross-feedback decoupling network is used to estimate the value of these DC terms on the positive and negative reference frames. In this decoupling network, the estimated DC terms are named as $v^*_{q^m}$, $v^*_{q^n}$, $v^*_{q^m}$, and $v^*_{q^n}$ and the LPF block is a low-pass filter such as

$$LPF(s) = \frac{\omega_f}{s + \omega_f} \quad (8.30)$$

The decoupled double synchronous reference frame (DDSRF) of Figure 8.16 allows free-oscillation signals to be obtained on the $dq^m$ and $dq^n$ reference frames. By setting $n = +1$ and $m = -1$, this network decouples information about the positive- and negative-sequence components of either voltage or current in unbalanced three-phase systems, which makes it a useful tool for synchronous controllers during unbalanced grid faults. This network can be also used to decouple other frequency/sequence components simply by setting the proper values for the $m$ and $n$ coefficients.

### 8.4.3 Analysis of the DDSRF

The state-space model of the DDSRF and some relevant expressions showing its performance have already been presented in reference [17], so this section will present a more intuitive analysis on the complex-frequency domain to improve understanding about the DDSRF performance during unbalanced grid faults. From (8.27), the unbalanced voltage during a grid fault, consisting of positive- and negative-sequence components at the fundamental frequency, can be generically described as

$$v_{\alpha\beta} = \begin{bmatrix} v_\alpha \\ v_\beta \end{bmatrix} = v^{+1}_{\alpha\beta} + v^{-1}_{\alpha\beta} = V^{+1} \begin{bmatrix} \cos(\omega t + \phi^{+1}) \\ \sin(\omega t + \phi^{+1}) \end{bmatrix} + V^{-1} \begin{bmatrix} \cos(-\omega t + \phi^{-1}) \\ \sin(-\omega t + \phi^{-1}) \end{bmatrix} \quad (8.31)$$
The projection of this voltage vector on the \( dq^+ \) and \( dq^- \) reference frames can be easily obtained simply by setting \( n = +1 \) and \( m = -1 \) in (8.28) and (8.29). After rearranging equations, the \( dq \) signals on the positive and negative reference frames are given by

\[
v_{dq^+} = \begin{bmatrix} v_{d^+} \\ v_{q^+} \end{bmatrix} = V^+ \begin{bmatrix} \cos(\phi^+) \\ \sin(\phi^+) \end{bmatrix} + V^- \begin{bmatrix} \cos(2\omega t) & \sin(2\omega t) \\ -\sin(2\omega t) & \cos(2\omega t) \end{bmatrix} \begin{bmatrix} \cos(\phi^-) \\ \sin(\phi^-) \end{bmatrix}
\]

\[
v_{dq^-} = \begin{bmatrix} v_{d^-} \\ v_{q^-} \end{bmatrix} = V^- \begin{bmatrix} \cos(\phi^-) \\ \sin(\phi^-) \end{bmatrix} + V^+ \begin{bmatrix} \cos(2\omega t) & -\sin(2\omega t) \\ \sin(2\omega t) & \cos(2\omega t) \end{bmatrix} \begin{bmatrix} \cos(\phi^+) \\ \sin(\phi^+) \end{bmatrix}
\]

(8.32)

(8.33)

These expressions clearly give evidence that the AC terms in the \( dq^+ \) axes result from the DC terms in the \( dq^- \) axes being affected by a rotating transformation matrix at \( 2\omega \) frequency. A similar conclusion can be obtained for AC signals on the \( dq^- \) reference frame. These rotating transformation matrices are given by

\[
[T_{dq^+}] = [T_{dq^-}]^T = \begin{bmatrix} \cos(2\omega t) & \sin(2\omega t) \\ -\sin(2\omega t) & \cos(2\omega t) \end{bmatrix}
\]

(8.34)

Therefore, (8.32) and (8.33) can be rewritten as

\[
v_{dq^+} = \begin{bmatrix} v_{d^+} \\ v_{q^+} \end{bmatrix} = \overline{v}_{dq^+} + [T_{dq^+}] \overline{v}_{dq^-}
\]

(8.35)

\[
v_{dq^-} = \begin{bmatrix} v_{d^-} \\ v_{q^-} \end{bmatrix} = \overline{v}_{dq^-} + [T_{dq^-}] \overline{v}_{dq^+}
\]

(8.36)

where

\[
\overline{v}_{dq^+} = \begin{bmatrix} \overline{v}_{d^+} \\ \overline{v}_{q^+} \end{bmatrix} = V^+ \begin{bmatrix} \cos(\phi^+) \\ \sin(\phi^+) \end{bmatrix} \quad \text{and} \quad \overline{v}_{dq^-} = \begin{bmatrix} \overline{v}_{d^-} \\ \overline{v}_{q^-} \end{bmatrix} = V^- \begin{bmatrix} \cos(\phi^-) \\ \sin(\phi^-) \end{bmatrix}
\]

represent the amplitude of sequence components applied to the input of the DDSRF. Thus, (8.35) and (8.36) give evidence that the relationship between the signals on the positive and negative reference frames are given by

\[
v_{dq^+} = [T_{dq^+}] v_{dq^-} \quad \text{and} \quad v_{dq^-} = [T_{dq^-}] v_{dq^+}
\]

(8.37)

As a result, the estimated values at the output of the DDSRF can be written as:

\[
\overline{v}_{dq^+} = \begin{bmatrix} \overline{v}_{d^+} \\ \overline{v}_{q^+} \end{bmatrix} = [F] \left[ v_{dq^+} - [T_{dq^+}] \overline{v}_{dq^-} \right]
\]

(8.38)

\[
\overline{v}_{dq^-} = \begin{bmatrix} \overline{v}_{d^-} \\ \overline{v}_{q^-} \end{bmatrix} = [F] \left[ v_{dq^-} - [T_{dq^-}] \overline{v}_{dq^+} \right]
\]

(8.39)
where

\[
[F] = \begin{bmatrix}
LPF(s) & 0 \\
0 & LPF(s)
\end{bmatrix}
\]

Therefore, the DDSRF of Figure 8.16 can be represented for the particular case of the positive- and negative-sequence components at the fundamental frequency, as Figure 8.17 shows. In order not to extend excessively the analysis of the DDSRF, only an estimation of the positive-sequence component will be considered in the following. Therefore, substituting (8.39) in (8.38) we obtain

\[
\bar{v}_{dq^+1} = [F] \{ v_{dq^+1} - [T_{dq^+2}] [F] \{ v_{dq^+1} - [T_{dq^-2}] \bar{v}_{dq^+1} \} \}
\]

(8.40)

and using the relationships of (8.37), we arrive at

\[
\bar{v}_{dq^+1} = [F] \{ v_{dq^+1} - [T_{dq^+2}] [F] \{ [T_{dq^-2}] v_{dq^+1} - [T_{dq^-2}] \bar{v}_{dq^+1} \} \}
\]

(8.41)

\[
\bar{v}_{dq^+1} = [F] \{ v_{dq^+1} - [T_{dq^+2}] [F] [T_{dq^-2}] (v_{dq^+1} - \bar{v}_{dq^+1}) \}
\]

(8.42)

A very amusing academic exercise is to determine the matrix resulting from \([T_{dq^+2}] [F] [T_{dq^-2}]\). Some useful directions regarding how these matrices should be operated can be found in references [18] and [19]. As a result of such operations it can be concluded that

\[
[F_{-2}] = [T_{dq^+2}] [F] [T_{dq^-2}]
\]

\[
= \frac{1}{2} \begin{bmatrix}
(LP\{s + j2\omega\}) + LP\{s - j2\omega\) & j(-LP\{s + j2\omega\) + LP\{s - j2\omega\)}
\end{bmatrix}
\]

(8.43)
Therefore, (8.42) can be simplified as

\[
\overline{v}_{dq}^{*+1} = [F] \left\{ \psi_{dq}^{+1} - [F_{-2}] (\psi_{dq}^{*+1} - \overline{v}_{dq}^{+1}) \right\}
\] (8.44)

and regrouping terms yields

\[
\{[I] - [F][F_{-2}]\} \overline{v}_{dq}^{*+1} = [F] \{[I] - [F_{-2}]\} \psi_{dq}^{+1}
\] (8.45)

where \([I]\) is the identity matrix. As a result, the following expression describes the relationship between the signals on the positive-sequence frame and the estimated value for the positive-sequence component at the output of the DDSRF:

\[
\overline{v}_{dq}^{*+1} = ([I] - [F][F_{-2}])^{-1} [F] \{[I] - [F_{-2}]\} \psi_{dq}^{+1}
\] (8.46)

After operating, this relationship is given by

\[
\frac{\overline{v}_{dq}^{*+1}}{\psi_{dq}^{+1}} = \begin{bmatrix}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{bmatrix} : \begin{cases}
H_{11} = H_{22} = H \left( s^3 + 2\omega_f s^2 + 4\omega^2 s + 4\omega_f \omega^2 \right) \\
H_{12} = -H_{21} = -H \left( 2\omega_f \omega s \right)
\end{cases}
\] (8.47)

where

\[
H = \frac{\omega_f}{s^4 + 4\omega_f s^3 + 4 \left( \omega_f^2 + \omega^2 \right) s^2 + 8\omega_f \omega^2 s + 4\omega_f^2 \omega^2}
\] (8.48)

The transfer function for the negative-sequence output of the DDSRF is given simply by transposing the matrix shown in (8.47), and is obtained by following the same steps as in the positive-sequence case.

The DDSRF is a very useful tool when dealing with three-phase systems, since it is a sequence separator that allows independent control of the positive- and negative-sequence components of voltage and/or current during unbalanced grid faults. For this reason, the transfer functions shown in (8.47) are very important for correct implementation of the low-voltage ride-through capability in power converters under unbalanced grid fault conditions.

In the transfer functions of (8.47), it is supposed that the frequency \(\omega\) is given by a PLL and matches the fundamental frequency of the grid, while the cut-off frequency of the low-pass filter, \(\omega_f\), is properly set in design time to obtain the required performance of the system. Figure 8.18 shows the evolution of the signal on the \(d^{+1}\) axis of the positive-sequence reference frame of the DDSRF, \(\overline{v}_{d^{+1}}^{*}\), when \(\psi_{dq}^{+1}\) is suddenly applied to its input in the form of a unitary step for different values of \(\omega_f\). From this figure, it can be concluded that a reasonable trade-off between the time response and oscillation damping can be achieved by setting \(\omega_f = \omega/\sqrt{2} \text{ rad/s} \) [17].

### 8.4.4 Structure and Response of the DDSRF-PLL

The block diagram of the DDSRF-PLL is shown in Figure 8.19. As shown in the figure, this PLL is an extension of the conventional three-phase SRF-PLL structure. In this PLL, in order to
obtain a similar dynamic response for different grid voltage amplitudes, the phase-angle error signal $v_{q+1}^+$ is adaptively normalized to the amplitude of the positive-sequence input vector. Moreover, the rated grid frequency is added as a feed-forward parameter, $\omega_{ff}$, to accelerate the pulling process of the PLL. However, the most significant performance improvement in this PLL comes from the decoupling network added to the DSRF.

The decoupling network of the DDSRF-PLL completely cancels out the oscillations at $2\omega$ on the $dq^{-1}$ and $dq^{-1}$ reference frame signals. Therefore, there is no need to reduce the bandwidth of the PLL to attenuate such oscillations and the real amplitude of the unbalanced input voltage sequence components are indeed exactly detected.

**Figure 8.18** Step response of the signal $v^+_{dq+1}$ at the output of the DSRF

**Figure 8.19** Structure of the DDSRF-PLL
Figure 8.20 shows the response of the DDSRF-PLL when used in the estimation of the sequence components of the grid voltage during a sag type C with $\vec{V}_a^{+1} = 0.5 \angle -30^\circ$ and $\vec{V}_a^{-1} = 0.25 \angle +60^\circ$. In this study case, the fundamental grid frequency is $\omega = 314.1 \text{ rad/s}$. Therefore, the cut-off frequency of the low-pass filter was set to $\omega_f = \omega / \sqrt{2} = 222.1 \text{ rad/s}$ and the parameters of the PI controller were set to $k_p = 222.1$ and $k_i = 9 \times 10^{-3}$, which results in a settling time around 40 ms according to the guidelines given in [20] and in Section 4.2.2 of Chapter 4.

The plot of Figure 8.20(a) shows the three-phase unbalanced voltages, which experience a jump in the phase angle, as evidenced by the vector locus shown in Figure 8.20(b). The actual and the detected phase angle are plotted in Figure 8.20(c). This figure shows how the PLL is able to lock the phase-angle jump after a transient period, which roughly matches the settling time of the PLL calculated by the expression (4.37) in Chapter 4. This settling time, approximately 40 ms, can be clearly observed in Figure 8.20(d), which represents the frequency detected by the DDSRF-PLL. From this figure, it is worth highlighting the fact that the large amplitude of the transient oscillation in the detected frequency as a consequence of the phase-angle jump occurred in the grid voltage. The existence of such significant oscillations in the detected frequency, which is indeed one of the most stable magnitudes in power systems, can be considered as a drawback of the DDSRF-PLL in certain applications. Figure 8.20(e) shows the $dq^{+1}$ signals on the axes of the positive reference frame (thin traces) and the resultant signals at the output of the DDSRF (thick traces). Likewise, the $dq^{-1}$ signals on the negative-sequence reference frame are shown Figure 8.20(f). In this last figure, the $d^{-1}$ component is equal to zero because of a geometrical coincidence. Since the PLL is controlling the position of the $dq^{+1}$ reference frame, only the $q^{+1}$ signal at the output of the DDSRF is forced to be equal to zero. Both $d^{-1}$ and $q^{-1}$ signals at the output of the DDSRF can take any arbitrary value depending on the relative angular position between the positive- and negative-sequence voltage vectors. Figure 8.20(e) and (f) shows how the DDSRF perfectly decouples the positive- and negative-sequence voltage components and obtains free oscillation signals describing the amplitude of the positive- and negative-sequence voltage vectors applied to its input. From the detected phase angle and amplitudes, the positive- and negative-sequence three-phase voltages can be readily reconstructed as shown in Figure 8.20(g) and (h).

The DDSRF-PLL is an effective synchronization solution for the implementation of synchronous controllers for three-phase power converters, mainly if they provide low-voltage ride-through capabilities under unbalanced grid faults. However, as presented in Chapter 9, the power converter controllers can also be implemented on the stationary reference frame by using resonant controllers. In such a case, the grid voltage phase angle is not the most important synchronization variable – the grid frequency is. Since the grid frequency is a more stable variable than the grid phase angle, it is intuitive to think that controllers based on grid frequency detection will present a more robust performance than those based on phase-angle detection during grid faults. In the next section, a synchronization system based on adaptive filters working on the stationary reference frame is presented as a suitable technique to be applied in the implementation of resonant controllers for three-phase converters.

### 8.5 The Double Second-Order Generalized Integrator FLL (DSOGI-FLL)

The DSOGI-FLL exploits the instantaneous symmetrical components method by using adaptive filters based on the second-order generalized integrator [21, 22]. As previously presented...
Figure 8.20  Representative waveforms of a DDSRF-PLL: (a) three-phase input voltage, (b) voltage vector locus, (c) detected phase angle, (d) detected frequency, (e) detected dq signals for the positive-sequence component, (f) detected dq signals for the negative-sequence component, (g) detected positive-sequence three-phase voltages and (h) detected negative-sequence three-phase voltages
in this chapter, an unbalanced three-phase system can be systematically analysed by transforming its unbalanced phasors into a set of symmetrical components according to the Fortescue transformation matrix shown in (8.14) [23]. The symmetrical components method can also be applied in the time domain analysis by using the Lyon transformation [24]. According to this method, a voltage vector \( v_{abc} \) consisting of three unbalanced sinusoidal waveforms can be split up into its instantaneous positive-, negative- and zero-sequence components, \( v_{abc} = v_{abc}^+ + v_{abc}^- + v_{abc}^0 \), by applying the following transformations:

\[
\begin{align*}
v_{abc}^+ &= \begin{bmatrix} T_+ \end{bmatrix} v_{abc} ; \\
v_{abc}^- &= \begin{bmatrix} T_- \end{bmatrix} v_{abc} ; \\
v_{abc}^0 &= \begin{bmatrix} T_0 \end{bmatrix} v_{abc} ;
\end{align*}
\]

(8.49)

where \( a \) is a particular version of the Fortescue operator and represents a kind of time-shifting over the instantaneous sinusoidal input signals at the fundamental grid frequency, equivalent to a 120° phase-shifting.

In three-phase three-wire grid-connected power converters, the main interest lies in controlling the positive- and negative-sequence components of the injected current. In turn, the grid synchronization system should be focused on perfectly tracking the positive- and negative-sequence components of the grid voltage at the point of common coupling.

The sequence components of \( v_{abc} \) can be expressed on the \( \alpha\beta \) reference frame by using either the transformation matrix of (8.5) or its rescaled version of (8.21), yielding

\[
\begin{align*}
v_{\alpha\beta}^+ &= \begin{bmatrix} T_{\alpha\beta} \end{bmatrix} v_{abc}^+ \\
v_{\alpha\beta}^- &= \begin{bmatrix} T_{\alpha\beta} \end{bmatrix} v_{abc}^- \\
v_{\alpha\beta}^0 &= \begin{bmatrix} T_{\alpha\beta} \end{bmatrix} v_{abc}^0
\end{align*}
\]

(8.52)

Substituting (8.49) and (8.50) we obtain

\[
\begin{align*}
v_{\alpha\beta}^+ &= \begin{bmatrix} T_{\alpha\beta} \end{bmatrix} \begin{bmatrix} T_+ \end{bmatrix} v_{abc} \\
v_{\alpha\beta}^- &= \begin{bmatrix} T_{\alpha\beta} \end{bmatrix} \begin{bmatrix} T_- \end{bmatrix} v_{abc}
\end{align*}
\]

(8.53)

and applying the inverse transformation \( \begin{bmatrix} T_{\alpha\beta} \end{bmatrix}^{-1} \) we have

\[
\begin{align*}
v_{\alpha\beta}^+ &= \begin{bmatrix} T_{\alpha\beta} \end{bmatrix} \begin{bmatrix} T_+ \end{bmatrix}^{-1} \begin{bmatrix} T_{\alpha\beta} \end{bmatrix} v_{\alpha\beta} \\
v_{\alpha\beta}^- &= \begin{bmatrix} T_{\alpha\beta} \end{bmatrix} \begin{bmatrix} T_- \end{bmatrix}^{-1} \begin{bmatrix} T_{\alpha\beta} \end{bmatrix} v_{\alpha\beta}
\end{align*}
\]

(8.54)
Finally, after operating these transformation matrixes we arrive at the following expressions:

\[
\begin{align*}
\mathbf{v}'_{\alpha\beta} &= \begin{bmatrix} T_{\alpha\beta+} \end{bmatrix} \mathbf{v}_{\alpha\beta}; \quad [T_{\alpha\beta+}] = \frac{1}{2} \begin{bmatrix} 1 & -q \\ q & 1 \end{bmatrix} \\
\mathbf{v}'_{\alpha\beta} &= \begin{bmatrix} T_{\alpha\beta-} \end{bmatrix} \mathbf{v}_{\alpha\beta}; \quad [T_{\alpha\beta-}] = \frac{1}{2} \begin{bmatrix} 1 & q \\ -q & 1 \end{bmatrix}
\end{align*}
\]

(8.55)

(8.56)

where \( q = e^{-j\pi/2} \) is a 90°-lagging phase-shifting operator applied on the time domain to obtain an in-quadrature version of the input waveforms.

### 8.5.1 Structure of the DSOGI

Different techniques to implement a quadrature signal generator (QSG) were presented in Chapter 4. In the DSOGI, the operator \( q \) of (8.55) and (8.56) is implemented by using the second-order AF based on a SOGI (SOGI-QSG), which was presented in Section 4.5.3 of Chapter 4 as an effective method to obtain a set of two in-quadrature output signals from a given sinusoidal input signal. Moreover, the filtering characteristic of the SOGI-QSG attenuates the effect of the distorting high-order harmonics from the input to the output.

The structure of the DSOGI is presented in Figure 8.21. As observed in this figure, two SOGI-QSGs are in charge of generating the direct and in-quadrature signals for the \( \alpha \) and \( \beta \) components of the input vector, i.e. \( v'_{\alpha} \), \( v'_{\beta} \), \( qv'_{\alpha} \) and \( qv'_{\beta} \) respectively. These signals are...
provided as inputs to a positive-/negative-sequence calculation block (PNSC), which computes the sequence components on the $\alpha\beta$ reference frame according to (8.55) and (8.56).

### 8.5.2 Relationship between the DSOGI and the DDSRF

According to (8.55), the transfer function from the unbalance input voltage vector to the positive-sequence component detected by the DSOGI is given by

$$v_{a\beta}^+ = \left[ T_{a\beta} \right] v_{a\beta}^+ = \frac{1}{2} \begin{bmatrix} D(s) & -Q(s) \\ Q(s) & D(s) \end{bmatrix} v_{a\beta} = \frac{k\omega'}{2} \frac{k\omega'}{s^2 + k\omega's + \omega'^2} \begin{bmatrix} s & -\omega' \\ \omega' & s \end{bmatrix} v_{a\beta}$$

(8.57)

where $D(s)$ and $Q(s)$ are the characteristic transfer functions of the SOGI-QSG and were already presented in Section 4.5.3 of Chapter 4. The negative-sequence component at the output of the DSOGI can be calculated by simply transposing the matrix of (8.57).

The DDSRF was analysed in Section 8.4.3 and its transfer function on the synchronous reference frame was presented in (8.47). To translate the transfer function of the DDSRF from the synchronous reference frame to the stationary one it is necessary to operate the following transformation:

$$v_{a\beta}^+ = \begin{bmatrix} H_{11} & H_{12} \\ H_{21} & H_{22} \end{bmatrix} \left[ T_{dq} \right]^{-1} v_{a\beta}$$

(8.58)

Taking into account that $H_{11} = H_{22}$ and $H_{12} = -H_{21}$, we arrive at

$$v_{a\beta}^+ = \frac{1}{2} \begin{bmatrix} H_a - jH_b & jH_c + H_d \\ -jH_c - H_d & H_a - jH_b \end{bmatrix} v_{a\beta}$$

(8.59)

where

$$H_a = (H_{11} (s + j\omega') + H_{11} (s - j\omega'))$$
$$H_b = (H_{12} (s + j\omega') - H_{12} (s - j\omega'))$$
$$H_c = (H_{11} (s + j\omega') - H_{11} (s - j\omega'))$$
$$H_d = (H_{12} (s + j\omega') + H_{12} (s - j\omega'))$$

(8.60)

Expanding and regrouping (8.59), the following transfer functions are obtained to describe the performance of the DDSRF on the stationary $a\beta$ reference frame:

$$v_{a\beta}^+ = \frac{\omega_f}{s^2 + 2\omega_f s + \omega'^2} \begin{bmatrix} s & -\omega' \\ \omega' & s \end{bmatrix} v_{a\beta}$$

(8.61)

where $\omega_f$ is the cutoff frequency of the first-order low-pass filter and $\omega'$ is the frequency detected by the PLL.

Expressions (8.57) and (8.61) show that the DSOGI and the DDSRF are two equivalent systems, which perform the same function – sequence separation – on two different reference
frames. In principle, the DSOGI and the DDSRF would have the same dynamic response when 
\( k = 2\omega_j/\omega' \) in (8.57). However, it is worth remarking that the DSOGI performance depends 
on the frequency detected by the FLL, while the DDSRF depends on the phase angle detected 
by the PLL. Therefore, the response of the DSOGI-FLL and the DDSRF-PLL will not exactly 
be equal in practice since the FLL and the PLL are two completely different systems with a 
different dynamic response.

To analyse the frequency response of the DSOGI, the expression of (8.57) can be written in 
the frequency domain \((s = j\omega)\) as follows:

\[
\begin{align*}
\begin{bmatrix} v_\alpha^+ \\ v_\beta^+ \end{bmatrix} &= \frac{1}{2} \begin{bmatrix} D(\omega) & -Q(\omega) \\ Q(\omega) & D(\omega) \end{bmatrix} \begin{bmatrix} v_\alpha \\ v_\beta \end{bmatrix} \\
&= \frac{1}{2} \frac{k\omega'}{\omega^2 - \omega'^2 + jk\omega'\omega} \begin{bmatrix} j\omega & -\omega' \\ -\omega & j\omega \end{bmatrix} \begin{bmatrix} v_\alpha \\ v_\beta \end{bmatrix}
\end{align*}
\]

(8.62)

Considering that the \( \alpha\beta \) components of a balanced positive-sequence voltage vector at fre-
quency \( \omega \) keep the following steady-state relationship on the frequency domain:

\[ v_\beta(j\omega) = -jv_\alpha(j\omega) \]  

(8.63)

Therefore, the steady-state transfer function of the DSOGI on the frequency domain can be 
written as

\[
\begin{align*}
\begin{bmatrix} v_\alpha^+ \\ v_\beta^+ \end{bmatrix} &= \frac{1}{2} \frac{k\omega'}{\omega + \omega'} \begin{bmatrix} v_\alpha \\ v_\beta \end{bmatrix} \\
\end{align*}
\]

(8.64)

This transfer function describes the relationship between the amplitude of the positive-
sequence component detected by the DSOGI and the actual amplitude of a given positive-
sequence voltage vector applied to its input. This transfer function is plotted in the Bode 
diagram of Figure 8.22 as \( P(j\omega) = |v_\alpha^+|/|v_\alpha| \). By simply substituting \( \omega \) by \(-\omega\) in (8.64), 
another transfer function \( N(j\omega) = |v_\alpha^+|/|v_\alpha| \) can be defined. This second transfer func-
tion, also plotted in the Bode diagram of Figure 8.21, describes the relationship between the

![Figure 8.22](image-url)  

**Figure 8.22**  Frequency response of the DSOGI
detected amplitude for the positive-sequence component and the actual amplitude of a given negative-sequence voltage vector applied to the input of the DSOGI. As this Bode diagram shows, the DSOGI acts either as a low-pass filter or as a notch filter in the detection of the positive-sequence component, depending on whether the input voltage shows either a positive or a negative sequence respectively.

8.5.3 The FLL for the DSOGI

As presented in Section 4.6 of Chapter 4, a SOGI-QSG needs an FLL to become frequency adaptive. Moreover, the gain of the FLL has to be normalized in runtime according to the amplitude of the input signal in order to linearize the response of the frequency adaptation loop. Although mathematically correct, the use of two independent FLLs in the DSOGI-FLL might, however, seem conceptually odd since its two input signals, $v_\alpha$ and $v_\beta$, have the same frequency. For this reason, the DSOGI uses a single FLL (see Figure 8.23) in which the frequency error signals generated by the QSGs of the $\alpha$ and $\beta$ signals have been combined by calculating an average error signal, i.e.

$$
\varepsilon_f = \frac{\varepsilon_f(\alpha) + \varepsilon_f(\beta)}{2} = \frac{1}{2} (\varepsilon_\alpha q v_\alpha' + \varepsilon_\beta q v_\beta')
$$

The gain of this two-dimensional FLL is normalized by using the square of the amplitude of the positive-sequence component, i.e. $(v_\alpha')^2 + (v_\beta')^2$, which results in a first-order exponential linearized response with a settle time that still matches very well that one calculated by (4.109) in Chapter 4. In this manner, the DSOGI-FLL permits a decoupled estimation to be carried out of the symmetrical components of the input three-phase voltage on the $\alpha\beta$ reference frame, as well as the value of the grid frequency, something that is essential to implement power converter controllers on the stationary reference frame by using generalized integrators.

8.5.4 Response of the DSOGI-FLL

To evaluate the response of DSOGI-FLL the same unbalanced grid voltage as in the case of the DDSRF-PLL is applied to its input, i.e. a sag type C with $\vec{V}_a^+ = 0.5 \angle -30^\circ$ and $\vec{V}_a^- = 0.25 \angle +60^\circ$. In this study case, the gain of the SOGI-QSGs was set to $k = \sqrt{2}$ to have the same tuning conditions as in the case of the evaluation of the DDSRF response ($\omega_f = \omega_f \sqrt{2}$). The gain of the FLL was set to $\Gamma = 100$, which results in a settling time of around 45 ms according to the guidelines given in Section 4.6.1 of Chapter 4.
Figure 8.24  Representative waveforms of a DSOGI-FLL: (a) three-phase input voltage, (b) voltage vector locus, (c) detected phase angle, (d) detected frequency, (e) detected positive-sequence amplitude and $\alpha\beta$ signals, (f) detected negative-sequence amplitude and $\alpha\beta$ signals, (g) detected positive-sequence three-phase voltages and (h) detected negative-sequence three-phase voltages
The plot of Figure 8.24(a) shows the three-phase unbalanced voltages, which experience a jump in the phase angle as evidenced by the vector locus shown in Figure 8.24(b). The frequency detected by the FLL is shown in Figure 8.24(d). It is possible to appreciate in this figure how the detected frequency does not present high oscillations as in the case of the DDSRF-PLL. Moreover, the settling time in frequency adaptation matches the theoretical calculations. The amplitude and the phase angle of the sequence components detected by the DSOGI-FLL can be calculated by

\[
|v'| = \sqrt{(v'_\alpha)^2 + (v'_\beta)^2}; \quad \theta' = \tan^{-1} \frac{v'_\beta}{v'_\alpha}
\]  

(8.66)

The actual and the detected phase angle of the positive-sequence component of the unbalanced input voltage are plotted in Figure 8.24(c). This figure shows that the DSOGI-FLL completely cancels the steady-state error in the detected phase angle. Figure 8.24(e) shows the amplitude of the positive-sequence component together with the \(\alpha \beta^{-1}\) signals. The amplitude of the negative-sequence component, together with the \(\alpha \beta^{-1}\) signals are shown in Figure 8.24(f). The positive- and negative-sequence three-phase voltages can be reconstructed from the detected phase angle and amplitudes, and are shown in Figure 8.24(g) and (h).

After comparing the plots shown in Figures 8.20 and 8.24, it is possible to highlight the fact that the waveforms of the DSOGI-FLL are smoother than those of the DDSRF-PLL when the same unbalanced voltage is applied to their inputs and an equivalent set of parameters are used in both systems. This difference in the response of both synchronization systems gives rise to a significant divergence between the performances of power converter controllers working on the synchronous reference frame and on the stationary one, mainly when they operate under unbalanced grid faults.

### 8.6 Summary

This chapter has studied the characteristics of the three-phase voltage vector under unbalanced grid faults and presented expressions to determine its sequence components as a function of both the type of fault and the grid impedances.

The conventional SRF-PLL, although commonly used as an essential building block in the implementation of controllers for grid-connected converters, has demonstrated that it is not a suitable solution when a fast and precise grid synchronization is required during unbalanced grid faults, as is the case of the controllers for wind turbines and photovoltaics generators implementing the low-voltage ride-through functionality.

The DDSRF-PLL and the DSOGI-FLL, two advanced grid synchronization systems, have been presented in this chapter as suitable solutions to be used in the implementation of synchronous and stationary controllers for power converters respectively. The fundamental variable estimated by the DDSRF-PLL is the grid phase-angle, whereas the grid frequency is the one for the DSOGI-FLL. Since the grid frequency is a more stable variable than the grid phase-angle, the DSOGI-FLL use to present a smoother response than the DDSRF-PLL during transient faults.
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Grid Converter Control for WTS

9.1 Introduction

This chapter discusses the control issues related to the use of a voltage source converter in wind turbine (WT) systems. Before going into detail on the control of the converter, its model is presented. Then different control structures are discussed. In all of them directly or indirectly the two main issues are the control of the DC link voltage (if there is not a DC/DC converter in charge of it) and the control of the AC power. The AC power can be controlled with the aim either of feeding the main grid or of feeding stand-alone loads or a micro-grid. In the first case the WT system may also offer support to the grid. Once the operation of the grid converter is decided and the strategy to select the reference power is also selected, the power control results, using instantaneous power theory (outlined in Appendix B) in a current and/or voltage control (as shown in Figure 9.1). In fact, the converter can be operated as a controlled current source (typically adopted if the converter is grid connected and does not offer any support to the grid) or as a controlled voltage source (typically adopted if the converter is in stand-alone, micro-grid or grid-supporting mode). In the second case, if an LC filter is also employed the current is controlled (see Figure 9.2). The control of currents and voltages can be done in state variables or in a cascade structure. In the case of operation in a micro-grid and in a grid-supporting mode the droop control (or an equivalent one) is needed.

Hence AC voltage and DC link voltage controls are briefly outlined. However, the chapter gives details only on the DC link voltage control because the presence of the converter between the DC voltage state variable and the AC current state variable makes the analysis more complex and a deep analysis is needed. The AC voltage control design is a straightforward consequence of the AC current control described in Chapter 12.

Then the structures are adopted for implementation of the control \((\alpha\beta, abc, dq)\) [1]. Direct power control is also discussed in a separate section. In fact, in this case the current control loop is not present and the control is linear with respect to the decoupling between AC and DC dynamics but it is nonlinear with respect to the AC dynamics that are expressed directly in terms of power. The direct power control can be implemented with or without a separate PWM modulator. If this is present the scheme is quite similar to those...
adoption current control, but it remains nonlinear with respect to the fact that the power is controlled directly.

Finally, it is shown how the converter can be controlled in stand-alone operation or to manage a micro-grid in case more DG units are connected in parallel. Typically in this case the frequency and voltage droop methods are adopted. A brief outline of their principle of operation closes the chapter.

9.2 Model of the Converter

In the following the mathematical models of the L-filter-based and LCL-filter-based inverters are presented. These models are relevant for study of the AC voltage control treated in this chapter as well as the AC current control treated in Chapter 12.
9.2.1 *Mathematical Model of the L-Filter Inverter*

The state of the three-phase inverter is modelled by means of a switching space vector defined with the switching functions $p_j(t)$ ($j = a, b, c$) equal to 1 when the upper switch is closed and 0 when the lower switch is closed:

$$\tilde{p}(t) = \frac{2}{3} \left( p_a(t) + \alpha p_b(t) + \alpha^2 p_c(t) \right)$$  \hspace{1cm} (9.1)

where $\alpha = e^{j2\pi/3}$. Hence the inverter produces on the AC side the following voltage:

$$\tilde{v}(t) = \tilde{p}(t)v_{dc}(t)$$  \hspace{1cm} (9.2)

If the inverter is connected to the grid through an L filter (Figure 9.3), the equation that describes the evolution of the grid current is

$$\frac{d\tilde{i}(t)}{dt} = -R\tilde{i}(t) + L \frac{d\tilde{i}(t)}{dt} + \tilde{e}(t)$$  \hspace{1cm} (9.3)

Obviously $\tilde{v}(t)$ is the space vector of the inverter voltages, $\tilde{i}(t)$ is the space vector of the inverter input currents and $\tilde{e}(t)$ is the space vector of the input line voltages. Each of these vectors can be obtained by substituting in (9.1) the phase converter voltages, the phase currents and the phase grid voltages respectively.

The mathematical model of the system written in the state-space form is

$$\frac{d\tilde{i}(t)}{dt} = \frac{1}{L} \left[ -R\tilde{i}(t) - \tilde{e}(t) + \tilde{p}(t)v_{dc}(t) \right]$$  \hspace{1cm} (9.4)

A commonly adopted approach in analysing three-phase systems is to use a stationary or rotating frame (Figure 9.4) [1]. In the first case the frame will be denoted as $\alpha\beta$ and in
the second as $dq$ and also called synchronous. In fact the $dq$ frame is synchronized with the angular speed $\omega$ (where $\omega = 2\pi f$ and $f$ is the fundamental frequency of the power grid voltage waveform). The space vectors that express the inverter electrical quantities are projected on the $\alpha$ axis and $\beta$ axis or on the $d$ axis and $q$ axis.

The following transformations can be used to obtain the switching functions in the $\alpha\beta$ frame and $dq$ frame knowing the switching functions of each inverter leg:

\[
\begin{bmatrix}
    p_a \\
    p_b \\
    p_c
\end{bmatrix} = \frac{2}{3} \begin{bmatrix}
    1 & -1/2 & -1/2 \\
    0 & -\sqrt{3}/2 & \sqrt{3}/2
\end{bmatrix} \begin{bmatrix}
    p_a \\
    p_b \\
    p_c
\end{bmatrix}
\]  

\[
\begin{bmatrix}
    p_d \\
    p_q
\end{bmatrix} = \begin{bmatrix}
    \cos \theta & \cos \left( \theta - \frac{2\pi}{3} \right) & \cos \left( \theta + \frac{2\pi}{3} \right) \\
    \sin \theta & \sin \left( \theta - \frac{2\pi}{3} \right) & \sin \left( \theta + \frac{2\pi}{3} \right)
\end{bmatrix} \begin{bmatrix}
    p_a \\
    p_b \\
    p_c
\end{bmatrix}
\]  

Obviously (9.5) can be obtained from (9.6) by assuming that $\theta = 0$. The same transformations can be adopted for all the electrical quantities involved in (9.4).
The mathematical model in the $\alpha\beta$ frame is

\[
\begin{align*}
\frac{di_\alpha(t)}{dt} &= \frac{1}{L} [-Ri_\alpha(t) - e_\alpha(t) + p_\alpha(t) v_{dc}(t)] \\
\frac{di_\beta(t)}{dt} &= \frac{1}{L} [-Ri_\beta(t) - e_\beta(t) + p_\beta(t) v_{dc}(t)]
\end{align*}
\tag{9.7}
\]

It should be noted that the particular feature of the $dq$ frame is that if a space vector with constant magnitude rotates at the same speed of the frame, it has constant $d$ and $q$ components. Thus in a $dq$ frame rotating at the angular speed $\omega$ (9.7) becomes

\[
\begin{align*}
\frac{di_d(t)}{dt} - \omega i_q(t) &= \frac{1}{L} [-Ri_d(t) - e_d(t) + p_d(t) v_{dc}(t)] \\
\frac{di_q(t)}{dt} + \omega i_d(t) &= \frac{1}{L} [-Ri_q(t) - e_q(t) + p_q(t) v_{dc}(t)]
\end{align*}
\tag{9.8}
\]

In the $dq$ frame, the $d$ and $q$ differential equations for the current are dependent due to the cross-coupling terms $\omega i_q(t)$ and $\omega i_d(t)$.

The mathematical model of a single-phase voltage source inverter (H-bridge) in the case where an L filter is connected on the grid side can be obtained from (9.7) simply by considering one of the two equations.

### 9.2.2 Mathematical Model of the LCL-Filter Inverter

In the case where an LCL filter (Figure 9.5) is adopted to connect the inverter to the grid the mathematical formulation becomes more complex:

\[
\begin{bmatrix}
\frac{di_d}{dt} \\
\frac{di_q}{dt} \\
\frac{dv_{C_d}}{dt} \\
\frac{dv_{C_q}}{dt} \\
\frac{di_{gd}}{dt} \\
\frac{di_{gq}}{dt}
\end{bmatrix} =
\frac{R_1}{L_1} \begin{bmatrix}
0 & \frac{1}{L_1} & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{L_1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{C_f} & 0 \\
0 & \frac{1}{C_f} & 0 & 0 & 0 & \frac{1}{C_f} \\
0 & 0 & \frac{1}{L_2 + L_4} & 0 & 0 & \frac{1}{L_2 + L_4} \\
0 & 0 & 0 & \frac{1}{L_2 + L_4} & -\omega & 0
\end{bmatrix}
\begin{bmatrix}
i_d \\
i_q \\
v_{C_d} \\
v_{C_q} \\
i_{gd} \\
i_{gq}
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix} +
\begin{bmatrix}
\frac{R_2 + R_4}{L_2 + L_4} \\
\frac{R_2 + R_4}{L_2 + L_4} \\
\omega \\
\omega \\
0 \\
0
\end{bmatrix}
\begin{bmatrix}
\frac{v_{dc}}{L_1} \\
\frac{v_{dc}}{L_1} \\
\frac{v_{dc}}{L_1} \\
\frac{v_{dc}}{L_1} \\
0 \\
0
\end{bmatrix}
\begin{bmatrix}
p_d \\
p_q
\end{bmatrix}
\tag{9.9}
\]
This kind of mathematical formulation can be obtained by writing the KVL and KCL equations and then reporting them in the $dq$ frame, paying attention to the derivative of the vectors that generate the cross-coupling terms already highlighted in (9.7). The $\alpha\beta$ model will not be reported since it can be obtained from (9.9) by substituting $d$ with $\alpha$ and $q$ with $\beta$ and eliminating the cross-coupling terms.

The presence of an LCL filter can cause resonance problems, as will be discussed in Chapter 11, in other words instability of the current loop that might not be evident in a normal situation but can arise due to disturbances from other sources connected to the grid. It is always recommended to damp the possible resonance with resistors or with a specific control algorithm called ‘active damping’. These solutions will be discussed in the Chapter 11.

### 9.3 AC Voltage and DC Voltage Control

The control of the AC voltage across the capacitor could be needed because the system should operate in a stand-alone mode or in a micro-grid. However, in the grid-connected mode the AC voltage control can also be useful for supporting local loads, the local electrical power system or even the power grid. Of course this depends on the power level of the wind turbine. In any case a multiloop control should be adopted: the AC capacitor voltage is controlled through the AC converter current (see Figure 9.6). In fact, the current-controlled converter is operated as a current source used to charge/discharge the capacitor.

![Figure 9.5 LCL-filter inverter connected to the grid](image-url)

![Figure 9.6 Multiloop control strategy (CC stands for current control, VC stands for voltage control)](image-url)
The inner loop feedback variable can also be the capacitor current. The different choice does not change the reference tracking stability but does change the load current rejection capability [2, 3]. For both feedback alternatives, the measured output voltage can also be fed forward to reduce the inner loop control action (see Chapter 12).

Once an AC voltage control loop is adopted, it is then in charge of controlling the power exchange with a load, with the micro-grid or with the main grid [4, 5].

### 9.3.1 Management of the DC Link Voltage

The DC voltage can be subjected to transient conditions due to the change of the power produced by the generator (see Figure 9.7). The increase of the produced power results in voltage overshoot while its decrease results in voltage undershoot. From the point of view of the DC voltage control, power changes result in voltage variations that should be compensated by charge or discharge processes.

The DC voltage control is achieved through the control of the power exchanged by the converter with the grid or through the control of a DC/DC converter. In the first case the decrease or increase of the DC voltage level is obtained by injecting more or less power to the grid with respect to that produced by the WTS, thus changing the value of the reference for the AC current control loop or the phase displacement of the AC voltage across the capacitor of the LCL-filter. In the second case the grid converter does not play a role in the management of the DC link. Hence this second case will not be considered in this section.

From a control perspective the DC voltage control can be achieved only indirectly through the grid current/voltage control. This indirect control is motivated by the fact that the zero dynamics of the DC voltage, if the average switching functions of the converter are taken as control input, are not stable. If the zero dynamics diverge this means that it is not possible to stabilize the system using that control input [6].

In the following the variations in the DC link voltage will be discussed from an energy perspective.

In a grid-connected converter there are two possible variations of the DC link voltage: the DC type (caused by a change of the average power exchanged by the DC link or by a change in its set-point) or the AC type (caused by an oscillation in the instantaneous power due to grid unbalance conditions) [7, 8]. These two variations will be discussed in the following separately.
In the first case, the fact that the DC voltage is different from its reference value $v_{dc}^*$ implies that the amount of energy that the capacitor must receive to come back at the set-point is

$$\Delta E = \frac{(v_{dc}^*)^2 - v_{dc}^2}{2} \cdot C \approx v_{dc}^* \Delta v_{dc} C \quad (9.10)$$

The power that the converter should exchange corresponding to this energy is

$$\Delta P = \frac{2\Delta E}{(3 + n) T_s} \quad (9.11)$$

The controller plays a role reacting after $(3 + n) T_s$, where $3 T_s$ is the current control delay (if designed with the technical optimum) and $n T_s$ is the DC link filtering delay [9]. Hence by substituting (9.10) in (9.11), the estimated DC link voltage error is

$$\Delta v_{dc} = \frac{\Delta P(3 + n) T_s}{2C v_{dc}^*} \quad (9.12)$$

In the case of oscillatory instantaneous power and assuming that unbalance causes mainly a 2nd harmonic steady-state input–output power mismatch (50 Hz grid frequency):

$$p_{in} - p_{out} = \frac{\Delta P_{pk-pk}}{2} \sin(2\pi \times 100 t) \quad (9.13)$$

The amount of energy associated with this instantaneous oscillation is

$$\Delta E = \int_0^{T/2} (p_{in} - p_{out}) dt = \int_0^{0.005} \frac{\Delta P_{pk-pk}}{2} \sin(2\pi \times 100 t) dt \quad (9.14)$$

$$\Delta E = \frac{\Delta P_{pk-pk}}{4\pi \times 100} \left[ -\cos(2\pi \times 100 \times 0.005) + \cos(0) \right] = \frac{\Delta P_{pk-pk}}{2\pi \times 100} \quad (9.15)$$

On the other hand, by substituting (9.15) in (9.10), the DC link voltage ripple amplitude is

$$\Delta v_{dc} = \frac{\Delta P_{pk-pk}}{2\pi \times 100 C v_{dc}^*} \quad (9.16)$$

In conclusion, the control of the DC voltage passes through the control of the power exchanged by the converter with the grid. This can be done either by controlling the current or controlling the AC voltage across the capacitor. The former will be discussed in the following while the latter can be achieved using the droop control, the theory of which is treated in Section 9.5.3.
9.3.2 Cascaded Control of the DC Voltage through the AC Current

The control of the DC voltage through the AC current can result in the identification of two loops, an outer DC voltage loop and an internal current loop (see Figure 9.8). The internal loop is designed to achieve short settling times. On the other hand, the outer loop main goals are optimum regulation and stability; thus the voltage loop could be designed to be somewhat slower. Therefore, the internal and the external loops can be considered decoupled, and thereby the actual grid current components can be considered equal to their references when designing the outer DC controller. If this assumption is used in the design of the controller the control problem is linearized.

However, during the grid converter startup and under unbalance conditions (that lead to a second harmonic oscillation in the DC voltage, as previously discussed) this kind of dynamics decoupling is not valid and the inner and outer loops interact. As a consequence the controller designed on the basis of the linearization can no longer guarantee the expected performances. In the following the DC links dynamics will be analysed in order to derive a proper tuning procedure for the PI controller.

Considering the instantaneous input–output power balance for the grid converter in a synchronous rotating $dq$ frame under a no-loss condition, the following equation holds:

\[
\frac{3}{2} \left( e_d i_d + e_q i_q \right) = -v_{dc} C \frac{dv_{dc}}{dt} + v_{dc} i_o \tag{9.17}
\]

assuming that the previous stage is injecting a current $i_o(t)$ (Figure 9.9).
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The small-signal linearization leads to

\[
\frac{3}{2} \left\{ \left( E_d + \dot{E}_d \right) (I_d + \dot{I}_d) + \left( E_q + \dot{E}_q \right) (I_q + \dot{I}_q) \right\} = - (V_{dc} + \dot{V}_{dc}) C \frac{d(V_{dc} + \dot{V}_{dc})}{dt} + \dot{V}_{dc} I_o
\]

(9.18)

If the purpose is to control the DC voltage \( v_{dc} \) through the \( i_d \) current component, the transfer function \( \dot{v}_{dc}/\dot{i}_d \) has to be found. Thus the other perturbations have to be considered null, resulting in

\[
\frac{3}{2} \left\{ E_d I_d + E_d \dot{I}_d + E_q I_q \right\} = - V_{dc} C \frac{d\dot{V}_{dc}}{dt} + \dot{V}_{dc} I_o + V_{dc} I_o
\]

(9.19)

where the second-order signal perturbations have also been assumed to be zero. Once it is considered that

\[
\frac{3}{2} \left\{ E_d I_d + E_q I_q \right\} = V_{dc} I_o
\]

(9.20)

then

\[
\frac{3}{2} \left\{ E_d \dot{I}_d \right\} = - V_{dc} C \frac{d\dot{V}_{dc}}{dt} + \dot{V}_{dc} I_o
\]

(9.21)

In the Laplace domain (indicating with \( s \) the Laplace operator), once the steady-state equivalent resistance \( R_o = V_{dc}/I_o \) and \( V_{dc} \simeq \sqrt{3} E_d \) have been indicated (the DC link voltage cannot be lower than this value in order to allow current controllability, but it is not much higher in order not to increase the IGBT losses too much), then

\[
\frac{\dot{V}_{dc}}{I_o} = \frac{\sqrt{3}}{2} \frac{R_o}{(1 - R_o Cs)}
\]

(9.22)

and the PI controller for the DC voltage loop can be designed using the ‘symmetrical optimum’ principle but with a sufficiently lower bandwidth with respect to that of the current loop in order to ensure a proper decoupling [10].

On the contrary, the influence of a small-signal perturbation originated by the power stage connected to the source has to be calculated through \( \dot{V}_{dc}/\dot{i}_o \) in (9.18). This leads to

\[
\frac{\dot{V}_{dc}}{I_o} = \frac{-R_o}{(1 - R_o Cs)}
\]

(9.23)

Finally, if the influence of the grid voltage perturbation on the DC link voltage needs to be investigated, the transfer function \( \dot{V}_{dc}/\dot{e}_d \) has to be computed in (9.18), assuming \( I_q = 0 \), as

\[
\frac{\dot{V}_{dc}}{\dot{e}_d} = \frac{\sqrt{3}}{2} \frac{R_o}{(1 - R_o Cs)}
\]

(9.24)
This can be interpreted by considering that the grid perturbation influence on the DC voltage is filtered by a time constant that depends on the DC capacitor and on the equivalent resistance of the DC bus. Hence, the lower the DC storage and the higher the DC load the less immune the DC voltage will be to the grid disturbances. In Figure 9.10 the DC voltage loop is reported with all the disturbances highlighted, where $T_s$ is the sampling period. The plant (9.22), (9.23) and (9.24) has a pole in the right side of the $S$ plane and may be unstable.

However, what it is interesting to note is that as $C$ tends to infinity (large DC link capacitance) the pole tends to zero and makes the system always stable again. It is important to stress that the DC link storage is designed not only in view of DC link filtering but also to offer a power buffer in view of the maximum known variation of the power on the DC bus and of the desired load ride-through protection during utility voltage sag events. These issues suggest that the DC link storage should not be limited too much.

The equivalent resistance seen by the grid converter at its DC terminal depends on the kind of upstream converter to which it is connected. In the case of a PVS the PV array can be connected through a DC/DC converter that works in the constant power mode. In fact, an MPPT algorithm is usually controlling the DC/DC converter in order to adapt the DC voltage across the PV array so that maximum power transfer is obtained. The same situation is obtained in the case of a WTS when a diode bridge plus a DC/DC converter or an inverter is adopted on the generator side. In other words, if the source (a WT generator or PV array) is controlled by a dedicated converter (i.e. situated upstream with respect to the grid converter, considering the power flow from the source to the grid) aiming to optimize the power extraction, in the hypothesis of unchanged atmospherical conditions, the injected power can be assumed constant during transients. In this case the small-signal linearization leads to consider the upstream system as a negative resistance (as shown in Figure 9.11). In fact, if the load is in the order of a few kW and it is assumed that the DC voltage variation is in the range 540–730 V then the error of this approximation at the border will be less than 1%. Conversely, if the same DC voltage variation is assumed for a converter of hundreds of kW then the error could be 30%. Therefore, the DC link fed by a constant power source has positive effects for the stability because the plant pole will be in the left side of the $S$ plane.
Once the plant has been derived the tuning procedure of the DC voltage PI can be described.

9.3.3 Tuning Procedure of the PI Controller

The design of the PI controllers is done using the zero/pole placement in the $z$ plane, which aims to obtain a better compromise between the high dynamic performance of the DC output voltage and reduction of the AC current overshoot.

The method of ‘symmetrical optimum’ is a standard design procedure for transfer functions containing a double integration when the controller is included, such as the case of the DC voltage control open-loop transfer function:

$$H_{ov}(s) = \frac{\sqrt{3} k_P (1 + T_I s)}{2 T_I s (1 + 3 T_s) (C s)}$$

obtained by considering $R_D C \gg 3T_s$

The main idea is to choose the crossover frequency at the geometric mean of the two corner frequencies, in order to obtain the maximum phase margin $\psi$, which in turn will result in optimum damping of the DC voltage loop. Thus the Bode diagram shows symmetry with respect to the crossover frequency $\omega_c$. The crossover frequency and the phase margin $\psi$ are related as follows:

$$\omega_c = \frac{1}{3a T_s}$$

$$a = \frac{1 + \cos \psi}{\sin \psi}$$

(9.26)
The gain of the PI regulator at the crossover frequency $\omega_c$ is given as

$$k_P = \frac{C}{2\sqrt{3}aT_s}$$  \hspace{1cm} (9.27)

Thus, given the phase margin $\psi$ or the constant $a$ the parameters of the PI controller are determined. The closed-loop transfer function of the system is

$$H_v(s) = \frac{T_I s + 1}{12T_I T_s^2 a s^3 + 4T_I T_s a s^2 + T_I s + 1}$$  \hspace{1cm} (9.28)

The pair of complex poles of $H_v(s)$ result in a slightly underdamped response $\xi = 0.707$ and 45° phase margin for $a = 2.4$. Thus:

$$k_P = 0.12 \cdot \frac{C}{T_I}$$

$$T_I = 17 \cdot T_s$$  \hspace{1cm} (9.29)

The bandwidth is expected to be

$$f_{blv} = \frac{\omega_c}{2\pi} = \frac{1}{6\pi a T_s} \approx \frac{1}{50T_s} = \frac{f_s}{50}$$  \hspace{1cm} (9.30)

Due to the double integrating term in the open-loop transfer function, the closed-loop DC voltage loop exhibits a zero control area. This means that the step response is characterized by considerable overshoot, even though the transients are well damped. In order to eliminate this effect, which is caused by the lead term of the PI controller, a corresponding lag term could be added to the reference signal:

$$H_v(s) = \frac{1}{1 + T_I s}$$  \hspace{1cm} (9.31)

### 9.3.4 PI-Based Voltage Control Design Example

Consider a system with $C = 500 \mu F$ on the DC side and a sampling frequency equal to 5 kHz, and the current control loop assumed to have been designed to be critically damped.

If the design of the PI controller is made following the rules expressed in the previous section then $k_P = 0.3$ and $T_I = 0.003$. With these values the crossover frequency should be 100 Hz, the phase margin 40° and the open-loop Bode plot should be symmetric, as shown in Figure 9.12.

The system step response is shown in Figure 9.13(a). Usually the DC voltage is kept constant so the overshoot can be a problem only at startup. However, introducing the lag network of (9.31), the overshoot reduces to 5 %, which is how it appears in Figure 9.13(b).

The closed-loop Bode plot (Figure 9.14) shows that the bandwidth is 100 Hz, as could be predicted by (9.30).
If a filter on the feedback voltage with a cut-off frequency of 2.5 kHz is adopted without considering it in the controller design, the system experiences a higher overshoot and an oscillatory transient, which is how it is shown in Figure 9.15(a). If the six sample period delays introduced by the 2.5 kHz filter are considered in the design this leads to $T_f = 0.01$, modifying (9.26). The result is in Figure 9.15(b) with the overshoot that is again the 40 % but with a slow down of the system.

**Figure 9.12** Bode plot of the voltage open loop

**Figure 9.13** Step response of the system (a) without and (b) with a lag network on the reference signal
9.4 Voltage Oriented Control and Direct Power Control

The power control of the grid converter is based on the instantaneous power theory and as a consequence on the definition of the power in a reference frame, as discussed in Appendix B.

Typically the voltage oriented control is based on the use of a dq frame rotating at \( \omega \) speed and oriented such that the \( d \) axis is aligned on the grid voltage vector (Figure 9.16). The space
vector of the fundamental harmonic has constant components in the $dq$ frame while the other harmonics space vectors have pulsating components. The main purpose of the grid inverter is to generate or to absorb sinusoidal currents; thus the reference current’s components in the $dq$ frame are DC quantities.

The reference current $d$ component $i_d^*$ is controlled to manage active power exchange and typically to perform the DC voltage regulation while the reference current $q$ component $i_q^*$ is controlled to manage the reactive power exchange and typically to obtain a unity power factor.

In fact, to have the grid current vector in phase with the grid voltage vector $i_q^*$ should be zero. Thus the active and reactive power produced by the grid converter is

$$P = \frac{3}{2} (e_d i_d + e_q i_q)$$  \hspace{1cm} (9.32)$$
$$Q = \frac{3}{2} (e_q i_d - e_d i_q)$$  \hspace{1cm} (9.33)$$

Assuming that the $d$ axis is perfectly aligned with the grid voltage $e_q = 0$, the active power and the reactive power will therefore be proportional to $i_d$ and $i_q$ respectively:

$$P = \frac{3}{2} e_d i_d$$  \hspace{1cm} (9.34)$$
$$Q = -\frac{3}{2} e_d i_q$$  \hspace{1cm} (9.35)$$

Similar results can be achieved in a stationary $\alpha\beta$ frame, but the relation between active/reactive power and the vector current components are more complex. In fact, the active and reactive power produced by the grid converter are

$$P = \frac{3}{2} (e_\alpha i_\alpha + e_\beta i_\beta)$$  \hspace{1cm} (9.36)$$
$$Q = \frac{3}{2} (e_\beta i_\alpha - e_\alpha i_\beta)$$  \hspace{1cm} (9.37)$$
However, in this case both the components of the grid voltage vector are nonzero and it is not possible to establish a direct relation between the $\alpha\beta$ components of the current vector and active/reactive power.

It is worth noting that in all the following schemes the voltage and current components in the synchronous $dq$ frame or stationary $\alpha\beta$ frame should be properly filtered before they can be manipulated in the previous active and reactive power formulas. In fact, the previous formulas are used to control the first harmonic active and reactive power and extra controllers are needed to manage pulsating components due to the unbalance operation caused by a fault on the grid, as will be discussed in the chapter 10.

A different approach is the so-called direct power control, which is based on the direct control of the grid inverter switch states in order to obtain the desired active and reactive powers. This approach can be modified with the introduction of the modulator as will be shown in the following.

### 9.4.1 Synchronous Frame VOC: PQ Open-Loop Control

The most straightforward implementation of the voltage oriented control can be done using a current controller implemented in a $dq$ frame (Figure 9.17) and active and reactive power feed-forward control. The control of the DC voltage modifies the active power reference. Then the active and reactive power command signals are translated into $d$ and $q$ components of the reference current, using the following matrix:

\[
\begin{bmatrix}
i_d^* \\
i_q^*
\end{bmatrix} = \frac{1}{v_{gd}^2 + v_{gq}^2} \begin{bmatrix} v_{gd} & -v_{gq} \\
v_{gq} & v_{gd}\end{bmatrix} \begin{bmatrix} P^* \\
Q^*\end{bmatrix}
\]

(9.38)

where $v_g$ is the measured grid voltage. Figure 9.18 shows the resulting control scheme.

![Figure 9.17](image-url)  
**Figure 9.17**  The $dq$ frame rotating at synchronous speed with highlighted $d$ and $q$ components of the current
9.4.2 Synchronous Frame VOC: PQ Closed-Loop Control

An alternative solution to the scheme shown in Figure 9.18 is the closed-loop control of active and reactive powers. In the scheme shown in Figure 9.19 the active and reactive powers are calculated using measurements at the PCC and their values are compared with their set-points. Then PI-based controllers decide the reference $d$ and $q$ components of the reference current while the control of the DC voltage acts directly on the reference current $i_d^*$. The closed-loop control allows the dynamics of active/reactive power control to be decided as a consequence of a variation of the grid voltage change; hence substantial differences between the Figure 9.18 and Figure 9.19 scheme performances can be observed.

9.4.3 Stationary Frame VOC: PQ Open-Loop Control

The active/reactive power control can also be implemented in a stationary $\alpha\beta$ frame, leading to an indirect voltage oriented control (Figure 9.20). In the case reported in Figure 9.21 there...
Figure 9.19  PQ closed-loop voltage oriented control based on the synchronous $dq$ frame

Figure 9.20  Stationary $\alpha\beta$ frame with the components of the current highlighted
is active and reactive power feed-forward control and the DC voltage control acts on the power reference. The PLL is still used for adapting the frequency of the resonant controllers and extracting the first harmonic of the grid voltages used for calculating the reference current.

9.4.4 Stationary Frame VOC: PQ Closed-Loop Control

In the case of the implementation of the power control in the \( \alpha \beta \) frame it is also possible to have a closed-loop version. In the scheme shown in Figure 9.22 the active and reactive powers are calculated using measurements at the PCC and their values are compared with their set-points. Then PI-based controllers decide the amplitude and phase of the grid current reference. The control of the DC voltage acts directly on the amplitude value. The PLL is indispensable for providing the grid voltage reference phase with the capacity to calculate the phase displacement of the current in view of the desired reactive power injection. Also in this
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Figure 9.22  PQ closed-loop voltage oriented control based on the stationary $\alpha\beta$ frame

case, as in the case of the scheme of Figure 9.19, the closed-loop control allows the dynamics of active/reactive power control to be decided.

9.4.5  Virtual-Flux-Based Control

The virtual-flux-based approach has been proposed in reference [11] to improve the direct power control operation, but it can also be used for VOC. The idea is to model the grid as an electrical machine and estimate the equivalent air-gap flux for control purposes. The estimation obtained while integrating the measured grid voltage can be used for synchronization purposes, for replacing the PLL and/or for estimating the power injected into the grid for controlling power fluxes. In the first case the obtained results cannot outperform the PLL ones and in the second case sensible improvements with respect to the use of the measured grid voltage are obtained only in the case of voltage sensorless operation, where the grid voltage is
Figure 9.23 Virtual flux implementation of the PQ control based on the synchronous \(dq\) frame approximated to the grid converter voltage that is particular noisy. The core of this technique is in the following set of equations:

\[
\begin{align*}
\psi_\alpha &= \int v_{g\alpha} dt \\
\psi_\beta &= \int v_{g\beta} dt \\
\sin(\theta) &= \frac{\psi_\beta}{\sqrt{\psi_\alpha^2 + \psi_\beta^2}} \\
\cos(\theta) &= \frac{\psi_\alpha}{\sqrt{\psi_\alpha^2 + \psi_\beta^2}}
\end{align*}
\] (9.39)

The scheme of the VOC implemented using the virtual flux is reported in Figure 9.23.

9.4.6 Direct Power Control

The direct power control has been developed in analogy to the well-known direct torque control used for drives. In DPC there are no internal current loops and no PWM modulator block because the converter switching states are appropriately selected by a switching table based on the instantaneous errors between the commanded and estimated values of active and reactive power [12] (see Figure 9.24(a)). The main advantage of the DPC is in its simple
Figure 9.24  Direct power control based on the active and reactive power calculations: (a) without modulator and (b) with modulator.
algorithm while the main disadvantage is the need for a high sampling frequency to obtain satisfactory performance. A modified version proposed in reference [13] consists in the use of a modulator to synthesize the desired voltage (Figure 9.24(b)). However, if the grid is stiff the active and reactive power loops behave like classical $d$ and $q$ current loops. In the case where the system has the capability of influencing the grid voltage substantial differences may arise. Figure 9.25 shows the implementation of the DPC based on the use of virtual flux.

9.5 Stand-alone, Micro-grid, Droop Control and Grid Supporting

In this section the WT systems not connected to a main grid are discussed. These systems can be autonomous, isolated or forming a micro-grid. The size can be variable, from a few kW to many MW. The main reasons that lead these systems to be isolated from the main grid are:

- Far from grid.
- Difficult terrain.
- Size of load.
- Distance = high losses, poor quality of supply.

Moreover, it should be considered that 2 billion people, one-third of the world’s population, do not have access to a reliable electricity supply and 300 000 houses in Europe have no access to the grid.

Hence the topic of ensuring electricity to remote locations is particularly important and the use of renewable energy sources supported by storage solutions is attractive because the widely used alternative (diesel generator) is polluting and expensive. The stand-alone wind
system cost can be comparable and in the case of a hybrid wind–diesel system even cheaper than the stand-alone diesel system [14].

The main technical difficulties are related to the frequency and voltage control, the fluctuating nature of the generation/load and to the characteristic of the needed supply (short term/long term/seasonal). Possible solutions are in the use of energy storage or load control (match load to generation, define low priority loads), which usually needs the cooperation of the local community.

This micro-grid can be managed by shunt converters provided that the controllers are properly modified, as will be discussed in the following sections.

9.5.1 Grid-Connected/Stand-Alone Operation without Load Sharing

The wind turbine system developed under the Gaia project offers one good example of a back-to-back converter and control strategy for an operation in both stand-alone and grid-connected modes [15]. In order to test this kind of system a test setup with flexible control implementation features has been built at Aalborg University, as reported in Figure 9.26. The data of the small wind turbine system are reported in Table 9.1.

The developed system was equipped with a standard wind turbine controller capable of controlling a system directly connected to the grid or to a diesel grid (weak grid). Figure 9.27 shows the controller adopted for the Gaia project. The converter voltage is controlled directly; there is not a current control but a current limiter adds a voltage contribution in order to limit the current if it is too high. The DC voltage controller gives a contribution only if the DC voltage is below the natural DC link voltage in order to avoid the PWM saturation. If the DC voltage is above the DC natural voltage the chopper dissipates the power in excess. In short, these are the main features:

- All the available power that can be extracted from the wind turbine is transferred to the grid.
- Additionally, the static reactive power compensation is possible by adjusting the reactive current $i_q$ reference.
- Standard decoupled $dq$ PI control of the currents is used together with voltage feed-forward.
- The PI DC voltage controller provides the $d$ axis current reference.
- The consumed power is decided by the load. Speed adjustment is used to balance the power to some extent. Eventual excess power will be quickly damped in the damping resistor by starting the chopper.
- The output voltage controller aims to control the output voltage with minimal influence on the shape of the nonlinear load currents or load transients.
- The standard PI DC voltage controller and current limiter are also part of the control.

9.5.2 Micro-Grid Operation with Controlled Storage

In the case where the system has been designed to operate in a micro-grid, load sharing is not enough to guarantee stability of the system and storage is an indispensable component. In reference [16] a controlled storage unit that adopts a flyweel is investigated (Figure 9.28).
Figure 9.26  Back-to-back control setup developed for testing stand-alone/grid-connected operation

| Table 9.1  Data of the small wind turbine designed for the Gaia project |
|-----------------|-----------------|
| Rated power     | 11 kW           |
| Hub height      | 18.2 m          |
| Rotor diameter  | 13 m            |
| Rotor speed     | 56 rpm          |
| Total weight    | 2400 kg         |
| Nacelle weight  | 900 kg          |
9.5.3 Droop Control

The power sharing among different sources that feed a group of loads through a grid or micro-grid can be better managed using the so-called ‘droop control’ and all its derivatives [17–20]. The basic idea is to reproduce the characteristic of the synchronous generators connected to a steam/water turbine regulated through a speed governor, which are controlled such that the
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frequency decreases as the fed active power increases and the voltage amplitude decreases as the fed reactive power increases [21].

This principle can be explained by looking at the power transfer between two sections of the line connecting a DG converter to the grid. This can be derived using a short-line model and complex phasors. The analysis below is valid for both single-phase and balanced three-phase systems. Referring to Figure 9.29, the active and reactive power flowing into the line at section A are

\[ P_A = \frac{V_A}{Z} \cos \theta - \frac{V_A V_B}{Z} \cos(\theta + \delta) \]  
\[ Q_A = \frac{V_A^2}{Z} \sin \theta - \frac{V_A V_B}{Z} \sin(\theta + \delta) \]

where \( \delta \) is the power angle and \( \theta \) is the power factor angle at section A. As \( Z \cos \theta = R \) and \( Z \sin \theta = X \), equations (9.40) and (9.41) are rewritten as

\[ P_A = \frac{V_A}{R^2 + X^2} [R(V_A - V_B \cos \delta) + X V_B \sin \delta] \]  
\[ Q_A = \frac{V_A}{R^2 + X^2} [-R V_B \sin \delta + X(V_A - V_B \cos \delta)] \]

Hence

\[ \Delta V_d = V_A - V_B \cos \delta = \frac{R P_A + X Q_A}{V_A} \]  
\[ \Delta V_q = V_B \sin \delta = \frac{X P_A - R Q_A}{V_A} \]

When the DG inverter is connected to the grid through a mainly inductive line (transmission and three-phase distribution line), \( X \gg R \), \( R \) may be neglected. If also the power angle \( \delta \) is small, then \( \sin \delta \approx \delta \) and \( \cos \delta \approx 1 \). Equations (9.44) and (9.45) then become

\[ \delta \approx \frac{X P_A}{V_A V_B} \]  
\[ V_A - V_B \approx \frac{X Q_A}{V_A} \]
For $X \gg R$, a small power angle $\delta$ and a small difference $V_A - V_B$, equations (9.44) and (9.45) show that the power angle depends predominantly on the active power, whereas the voltage difference depends predominantly on the reactive power. In other words, the angle $\delta$ or the frequency $f$ can be controlled by regulating the active power $P$ whereas the inverter voltage $V_A$ is controllable through the reactive power $Q$.

Assuming to have a load or a micro-grid fed by several DG sources, since it is not possible to have DG sources with exactly the same frequency and amplitude, the choice of paralleling several units will lead to an uncontrolled active/reactive power flow depending on the small differences in their frequencies and amplitudes. On the contrary, if a choice is made to control them as a function respectively of the produced active and reactive power, the overall system will find an equilibrium point that will guarantee proper power sharing as a function of the control characteristic.

In fact, assuming the use of these control laws, depicted in Figure 9.30,

\[ f - f_0 = -k_P (P - P_0) \]
\[ V - V_0 = -k_Q (Q - Q_0) \]

where $f_0$ and $V_0$ are the rated frequency and voltage respectively, while $P_0$ and $Q_0$ are the set-points for active and reactive DG powers. The micro-grid will find a working point characterized by a $V, f$ working point that will force the DG units to feed $P, Q$ depending on the adopted coefficients $k_P$ and $k_Q$.

However, low-voltage distribution lines have a mainly resistive nature. Hence, when a DG converter, like a PV inverter, is connected to a low-voltage grid the resistance $R$ can no longer be neglected. On the contrary, often $X$ may be neglected instead of $R$ and the droop regulation defined by (9.46) and (9.47) is no longer effective since adjusting the active power $P$ influences the voltage amplitude while adjusting the reactive power $Q$ influences the frequency. In the general case both $X$ and $R$ have to be considered to regulate the voltage and the frequency droop optimally.

The droop control can be implemented directly, using (9.48) and (9.49), or indirectly by measuring frequency and voltage and imposing the active/reactive power set-point to each of the DG units. Moreover, the droop control can be adopted without a current control loop, with a current control loop and with a multiloop approach (Figures 9.31). Further improvements can
be obtained using the ‘impedance emulation’ approach, which allows a hot-swap of different sources to the grid or micro-grid, thus reducing current overshoot (Figure 9.32) [19].

9.6 Summary

This chapter has investigated the main control structures used for the grid converter adopted in wind turbine systems. The control of a grid converter in the WTS is characterized by three levels: the first is the inner current and/or voltage control loop, the second is the control of active and reactive power that is the subject of this chapter and the third is the supervisory control that decides the active and reactive power set-points. The second level could be enhanced in order to deal with unbalance and to provide a voltage sag ride-through capability, but this goes behind the scope of this chapter and will be treated in Chapter 10. The focus of this chapter has been on the control of the first harmonic active and reactive power that is the main task of the second-level control. The control structures have been classified as those based on the voltage

Figure 9.31 Inverse and direct droop control with a current loop and multiloop respectively

Figure 9.32 Droop method via the impedance emulation
oriented control approach and those based on the direct power control approach. Moreover, it has been shown that the active and reactive power control can be performed in open or closed loops. Finally, it has been discussed how the control structures can be modified in order to allow stand-alone or micro-grid operation.
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Control of Grid Converters under Grid Faults

10.1 Introduction

The electrical network is a dynamical system, whose behaviour depends upon many factors, as for instance constraints set by power generation systems, the occurrence of grid faults and other contingences, the excitation of resonances or the existence of nonlinear loads. As a consequence, grid-connected power converters should be designed bearing in mind that they should guarantee a proper operation under generic grid voltage conditions, being especially important to design control algorithms that ensure a robust and safe performance under abnormal grid conditions.

The ever-increasing integration of distributed generation systems, which should fulfill the tight requirements imposed by the grid operator, mainly regarding low-voltage ride-through and grid support during transient grid faults, has encouraged engineers and researchers to improve the conventional control solutions for grid-connected power converters. Despite the fact that the control of power converters under abnormal grid conditions is not a new issue, most of the studies within this field were mainly focused on the control of active rectifiers. The main concern in such applications was to guarantee a proper performance on the DC side of the converter under grid faults. In the grid connection of distributed generators, the interaction between the power converter and the networks under balanced and unbalanced faults is a crucial matter, since it is not only necessary to guarantee that any protection of the converter would not trip but also to support the grid voltage under such faulty operating conditions.

Occurrences of grid faults usually give rise to the appearance of unbalanced grid voltages at the point of connection of the power converter. Under unbalanced conditions, the currents injected into the grid lose their sinusoidal and balanced appearance. The interaction between such currents and the unbalanced grid voltages may give rise to uncontrolled oscillations in the active and reactive power delivered to the network. The proper operation of the power converter under such conditions is a challenging control issue. However, as will be shown in this chapter, the injection of such unbalanced currents may also give rise to other useful effects. For instance, the injection of a proper set of unbalanced currents under unbalanced grid voltage conditions allows attenuating power oscillations, maximizing the instantaneous...
power delivery, or balancing the grid voltage at the point of connection. However, the injection of unbalanced currents into the grid cannot be accurately achieved by using most of the conventional current controllers currently implemented in the industry. For this reason, some improved control structures specifically designed to inject unbalanced currents into the grid will be presented in this chapter.

Depending on the objective of the control strategy used to generate the reference currents during grid faults, the overall performance of the power converter and its interaction with the electrical grid will vary considerably. Moreover, the grid codes regulating the connection of PV and WT systems state specific requirements regarding the injection of active and reactive power during grid faults. Therefore, reference current generation under grid faults is another crucial issue in the control of power converters. Since different current set-points can be found to deliver a given amount of active and reactive power, a detailed study about implementation of different reference current generation strategies, together with an analysis of their performance under generic conditions, will be presented in this chapter. The design of such strategies will be performed considering not only the shape of the currents but also the behaviour of the instantaneous power delivered by the converter.

The currents injected by the power converter into the phases of the grid should always be under control, even though the grid voltage experiences strong variations. Therefore, the control algorithms setting the reference currents should estimate the instantaneous performance of these phase currents at any time, even during transient faults, in order to avoid any overcurrent tripping. For this reason, the last but not the least important issue tackled in this chapter is related to the calculation of the maximum power that can be delivered to the grid, without overpassing the current limits of the power converter.

The control of grid-connected power converters under grid faults studied in this chapter represents an essential complement to the methods treated previously regarding the control of power converters under balanced grid voltage conditions.

10.2 Overview of Control Techniques for Grid-Connected Converters under Unbalanced Grid Voltage Conditions

The fast penetration of renewable energy sources and distributed generation systems has boosted the connection of power converters to the electrical network. Most of the conventional power electronics applications, as for instance motor drives, were mainly focused on processing active power absorbed from the grid to achieve an optimal performance of the electrical motor under control. In modern applications, the connection of the motor drive to the grid is made by using an active rectifier, which provides enhanced features, such as regenerative breaking, power factor correction or active filtering. Likewise, active front-end converters play a decisive role in interfacing renewable energy sources to the grid. In fact, a proper control of the grid-side converter under generic grid conditions is a crucial issue in achieving an effective integration of renewable energy sources into the electrical networks.

Far away from being perfectly constant, balanced and stable, the electrical network behaves as an ‘alive’ system, with its own dynamical performance, that is influenced by faults, resonances, overloads, etc. Therefore, the control of grid-connected power converters should be carefully tackled in order to guarantee a proper performance under such operating conditions.

In the last years, the operation of power converters under abnormal grid conditions, mainly under voltage sags, has become a challenge for the distributed generation industry due to the
increasing demands of the grid connection codes regarding low-voltage ride-through (LVRT) and reactive power injection during grid faults. Despite the fact that the first developments were mainly oriented to provide solutions for balanced grid faults, the attention of engineers and researchers has lately moved towards controlling the current injection of grid-connected power converters under unbalanced grid conditions.

Nevertheless, the first analysis oriented to control grid-connected power converters under unbalanced voltage conditions are previous to the grid integration of renewable energy technologies. Actually, the first studies were focused on improving the performance of active rectifiers used in power supplies and motor drives. However, the results of this research have paved the way for further developments that can now be applied to renewable energy systems.

Some relevant studies on the control of active rectifiers under abnormal grid conditions date from the early 1990s. These studies were mainly focused on regulating the AC currents drawn by an active rectifier, like the one shown in Figure 10.1, to reduce its sensitivity when affected by typical grid disturbances.

Under generic grid conditions, the voltage at the point of connection of this active rectifier can be written as

\[
V = \sum_{n=1}^{\infty} \left( V^{+n} + V^{-n} + V^{0n} \right)
\]

\[
= \sum_{n=1}^{\infty} \left\{ \begin{array}{c}
V^{+n} \left[ \begin{array}{c}
\cos(n\omega t + \phi^{+n}) \\
\cos(n\omega t - \frac{2\pi}{3} + \phi^{+n}) \\
\cos(n\omega t + \frac{2\pi}{3} + \phi^{+n})
\end{array} \right] + V^{-n} \left[ \begin{array}{c}
\cos(n\omega t + \phi^{-n}) \\
\cos(n\omega t - \frac{2\pi}{3} + \phi^{-n}) \\
\cos(n\omega t - \frac{2\pi}{3} + \phi^{-n})
\end{array} \right] \\
+ V^{0n} \left[ \begin{array}{c}
\cos(n\omega t + \phi^{0n}) \\
\cos(n\omega t + \phi^{0n}) \\
\cos(n\omega t + \phi^{0n})
\end{array} \right] \end{array} \right\}
\]

(10.1)

where superscripts \(+n\), \(-n\) and \(0n\) represent respectively the positive-, negative- and zero-sequence components of the \(n\)th harmonic of the voltage vector \(V\).

Likewise, the current drawn by the three-phase active rectifier of Figure 10.1 can be generically expressed as

\[
i = \sum_{n=1}^{\infty} \left\{ I^{+n} \left[ \begin{array}{c}
\sin(n\omega t + \delta^{+n}) \\
\sin(n\omega t + \delta^{+n} - \frac{2\pi}{3}) \\
\sin(n\omega t + \delta^{+n} + \frac{2\pi}{3})
\end{array} \right] + I^{-n} \left[ \begin{array}{c}
\sin(n\omega t + \delta^{-n}) \\
\sin(n\omega t + \delta^{-n} + \frac{2\pi}{3}) \\
\sin(n\omega t + \delta^{-n} - \frac{2\pi}{3})
\end{array} \right] \end{array} \right\}
\]

(10.2)
According to the instantaneous power theory [1], the instantaneous active and reactive powers resulting from the interaction of these generic voltages and currents can be obtained by respectively calculating their inner and cross product, as follows:

\[ p = v \cdot i; \quad q = |v \times i| \] (10.3)

As explained in reference [1], the instantaneous powers resulting from (10.3) when the voltage and current is expressed in terms of sequence components consist of both constant and oscillatory terms, given by

\[ \bar{p} = \frac{3}{2} \sum_{n=1}^{\infty} \left[ V^{+n} I^{+n} \cos(\phi^{+n} - \delta^{+n}) + V^{-n} I^{-n} \cos(\phi^{-n} - \delta^{-n}) \right] \] (10.4)

\[ \tilde{p} = \frac{3}{2} \left\{ \sum_{m=1, m \neq n}^{\infty} \left[ \sum_{n=1}^{\infty} V^{+m} I^{+n} \cos((\omega_m - \omega_n)t + \phi^{+m} - \delta^{+n}) \right] \right. \\
+ \sum_{m=1}^{\infty} \left[ \sum_{n=1}^{\infty} V^{-m} I^{-n} \cos((\omega_m - \omega_n)t + \phi^{-m} - \delta^{+n}) \right] \\
+ \sum_{m=1}^{\infty} \left[ \sum_{n=1}^{\infty} - V^{+m} I^{-n} \cos((\omega_m + \omega_n)t + \phi^{+m} + \delta^{-n}) \right] \\
+ \sum_{m=1}^{\infty} \left[ \sum_{n=1}^{\infty} - V^{-m} I^{+n} \cos((\omega_m + \omega_n)t + \phi^{-m} + \delta^{+n}) \right] \left\} \right. \] (10.5)

\[ \bar{q} = \frac{3}{2} \sum_{n=1}^{\infty} \left[ V^{+n} I^{+n} \sin(\phi^{+n} - \delta^{+n}) - V^{-n} I^{-n} \sin(\phi^{-n} - \delta^{-n}) \right] \] (10.6)

\[ \tilde{q} = \frac{3}{2} \left\{ \sum_{m=1, m \neq n}^{\infty} \left[ \sum_{n=1}^{\infty} V^{+m} I^{+n} \sin((\omega_m - \omega_n)t + \phi^{+m} - \delta^{+n}) \right] \right. \\
+ \sum_{m=1}^{\infty} \left[ \sum_{n=1}^{\infty} - V^{-m} I^{-n} \sin((\omega_m - \omega_n)t + \phi^{-m} - \delta^{+n}) \right] \\
+ \sum_{m=1}^{\infty} \left[ \sum_{n=1}^{\infty} - V^{+m} I^{-n} \sin((\omega_m + \omega_n)t + \phi^{+m} + \delta^{-n}) \right] \\
+ \sum_{m=1}^{\infty} \left[ \sum_{n=1}^{\infty} V^{-m} I^{+n} \sin((\omega_m + \omega_n)t + \phi^{-m} + \delta^{+n}) \right] \left\} \right. \] (10.7)
These generic power expressions are evidence that constant terms in the instantaneous active and reactive powers supplied by the grid, \( \bar{p} \) and \( \bar{q} \), result from the interaction of voltage and current components with the same frequency and sequence, while oscillations in these instantaneous powers, \( \tilde{p} \) and \( \tilde{q} \), result from the interaction of voltage and current components with either different frequencies or sequences.

The operation of the active rectifier of Figure 10.1 under unbalanced grid conditions can be studied by considering only the fundamental frequency in the previous power expressions, i.e. making \( m = n = 1 \). Therefore, the instantaneous active and reactive powers associated with the active rectifier of Figure 10.1 under such unbalanced grid conditions can be also written as [2, 3]

\[
p = P_0 + P_{c2} \cos(2\omega t) + P_{s2} \sin(2\omega t) \quad (10.8)
\]

\[
q = Q_0 + Q_{c2} \cos(2\omega t) + Q_{s2} \sin(2\omega t) \quad (10.9)
\]

where \( P_0 \) and \( Q_0 \) are the average values of the instantaneous active and reactive powers associated with the active rectifier respectively, whereas \( P_{c2}, P_{s2}, Q_{c2} \) and \( Q_{s2} \) represent the magnitude of the oscillating terms in these instantaneous powers. In most of the existing studies dealing with power flow in power converters under unbalanced grid conditions [2, 4], the voltages and the currents to calculate these power magnitudes are expressed on synchronous reference frames. Hence, the amplitude of these power magnitudes can be calculated as

\[
P_0 = \frac{3}{2} \left( v_d^+ i_d^+ + v_q^+ i_q^+ + v_d^- i_d^- + v_q^- i_q^- \right) \quad (10.10)
\]

\[
P_{c2} = \frac{3}{2} \left( v_d^+ i_d^+ + v_q^+ i_q^+ + v_d^- i_d^- + v_q^- i_q^- \right) \quad (10.11)
\]

\[
P_{s2} = \frac{3}{2} \left( v_q^- i_d^+ - v_d^+ i_q^- - v_q^+ i_d^- + v_d^- i_q^+ \right) \quad (10.12)
\]

\[
Q_0 = \frac{3}{2} \left( v_q^+ i_d^+ - v_d^+ i_q^+ + v_q^+ i_d^- - v_d^- i_q^- \right) \quad (10.13)
\]

\[
Q_{c2} = \frac{3}{2} \left( v_q^- i_d^+ - v_d^+ i_q^- - v_q^- i_d^- - v_d^- i_q^+ \right) \quad (10.14)
\]

\[
Q_{s2} = \frac{3}{2} \left( -v_q^- i_d^+ - v_d^- i_q^- + v_q^- i_d^- + v_d^+ i_q^+ \right) \quad (10.15)
\]

where \( v_d^+, v_q^+ \) and \( i_d^+, i_q^+ \) are calculated by means of the Park transform [5] and represent the \( dq \) components of the positive-sequence voltage and current vectors expressed on a synchronous reference frame rotating at the fundamental grid frequency \( \omega \), whereas \( v_d^-, v_q^- \) and \( i_d^-, i_q^- \) are the components of the negative-sequence voltage and current vectors lying on a synchronous reference frame rotating at \(-\omega \) respectively.

One of the main objectives in the control of active rectifiers is to provide a constant DC output voltage. Oscillations in the DC output voltage are directly associated with the energy variation in the DC–bus capacitor, which is linked to the difference between the input and the output active powers associated with the active rectifier. Therefore, to guarantee a constant DC output voltage under constant load conditions, it is necessary to calculate the proper set of AC currents to be drawn by the active rectifier in order to guarantee that the active power
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absorbed by the active rectifier has a constant value with no power oscillations under generic grid conditions. As four degrees of freedom exist in the calculation of the currents to be injected by the power converter, namely \( [i_d^+, i_q^+, i_d^-, i_q^-] \), four of the six power magnitudes defined by (10.10) to (10.15) can be controlled for given grid voltage conditions defined by \( [v_d^+, v_q^+, v_d^-, v_q^-] \). Many of the studies on the control of active rectifiers under unbalanced grid voltage conditions [3,6,7] have collected such power terms in the following matrix expression:

\[
\begin{bmatrix}
P_0 \\
Q_0 \\
P_{c2} \\
P_{s2}
\end{bmatrix} = \frac{3}{2} \begin{bmatrix}
v_d^+ & v_q^+ & v_d^- & v_q^- \\
v_q^- & -v_d^+ & v_q^+ & -v_d^-
\end{bmatrix} \begin{bmatrix}
i_d^+ \\
i_q^+ \\
i_d^- \\
i_q^-
\end{bmatrix}
\]

(10.16)

By inverting the matrix \( M_{4 \times 4} \) in the system depicted in (10.16), it is possible to find the current set-point that gives rise to a certain value of the active and reactive power components for given grid voltage conditions, i.e.

\[
\begin{bmatrix}
i_d^+^* \\
i_q^+^* \\
i_d^-^* \\
i_q^-^*
\end{bmatrix} = \frac{2}{3} M_{4 \times 4}^{-1} \begin{bmatrix}
P_0 \\
Q_0 \\
P_{c2} \\
P_{s2}
\end{bmatrix}
\]

(10.17)

Therefore, from (10.17) it is possible to calculate the currents to be drawn by the converter that would give rise to a certain value of \( P_0 \) and \( Q_0 \), while also cancelling out the active power oscillations terms, \( P_{c2} \) and \( P_{s2} \), under unbalanced grid voltage conditions. These power requirements can be fulfilled by finding the current references as shown in (10.18), where \( Q_0 \) has been intentionally considered equal to zero:

\[
\begin{bmatrix}
i_d^+^* \\
i_q^+^* \\
i_d^-^* \\
i_q^-^*
\end{bmatrix} = \frac{2}{3} M_{4 \times 4}^{-1} \begin{bmatrix}
P_0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

(10.18)

The expression shown in (10.18) for setting the current references has been extensively used in the literature [7–9] and, although other alternative approaches have been presented more recently [10], the conclusions obtained give rise to analogous results. In other studies, the power losses associated with the link filter between the power converter and the grid are also considered in the calculation of the reference currents [6, 11]. Nevertheless, all these works mainly focus on attenuating active power oscillations but the analysis of the reactive power oscillations is normally beyond their scope.
In parallel with the discussion regarding the regulation of the currents to be injected by grid-connected converters in order to keep the active power constant during unbalanced voltage conditions, several studies started to stress the importance of proposing new operation modes in order to achieve additional features. Some of the first works in this area were focused on proposing control laws oriented to determine the currents to be drawn by active rectifiers for delivering active and reactive power according to a certain power factor, while cancelling out the instantaneous active power ripple [6]. Actually, there exist infinite combinations for the currents to be injected into the grid by a three-phase grid-connected power converter in order to develop certain net values of active and reactive powers, $P_0$ and $Q_0$, under given grid voltage conditions. Therefore, depending on the control objective, e.g., perfect control of the instantaneous active and reactive powers, cancellation of injection of active and reactive power oscillations, injection of sinusoidal and balanced currents into the grid, etc., different expressions can be proposed to calculate the currents to be drawn by the grid-connected power converter to exchange given averaged values of active and reactive powers [12–16]. The calculation of these currents can be conducted from a generic point of view, considering any power flow direction, which covers power converters used in both active rectifiers and inverters, expressing voltage and current vectors on any generic reference frame ($dq$, $\alpha\beta$, $abc$, $m\angle\theta$, ...) and paying equivalent attention to the evolution of the instantaneous active and reactive powers, which allows controlling not only the quality of the voltage on the DC side of the power converter but also the interaction with the grid on its AC side. This last feature is a key issue in the control of distributed generators during unbalanced grid faults [14], as pointed out at the beginning of this chapter.

Once it is assumed that the reference currents to exchange a given power with the grid under generic voltage conditions are properly calculated, it is necessary to have a suitable current controller that is able to inject such currents into the grid. The current control loop structures proposed for tracking the current references obtained in (10.18) have been significantly improved throughout the years. The first works presented in the 1990s proposed the implementation of a single PI current controller on the positive-sequence synchronous reference frame for tracking both positive- and negative-sequence reference currents, which was not an optimal solution [6, 11].

Later, by the end of the 1990s, other works introduced two control loops, one for the positive-sequence and another one for the negative-sequence currents [4]. As a difference with the single-loop controller, this structure permitted an increase in the performance of the control and a reduction in the steady state error, without hindering the stability of the system. In this kind of double reference frame regulator, the feedback currents are projected on both the positive and the negative reference frames, by means of the Park transformation, in order to control the positive- and negative-sequence current vectors independently. As will be explained in Section 10.3, the interaction between current vectors and reference frames with different sequences gives rise to oscillations at twice the fundamental frequency in the $dq$ signals obtained from the Park transformation. Since this oscillatory signal cannot be suitably controlled by the PI regulators of the conventional synchronous controllers, some authors proposed using a notch filter tuned at twice the fundamental frequency to attenuate such oscillations [4]. Another solution for reducing the effect of these oscillations is based on modifying the conventional loop control by adding some additional resonant regulators specifically focused on reducing the steady-state error generated by the PI controller at twice the fundamental frequency [6, 11]. Some other decoupled controllers suitable to work under unbalanced conditions are discussed in Section 10.3.
As an alternative to the current controllers based on the double synchronous reference frame, resonant controllers operating on the stationary reference frame have been shown to be an effective solution to regulate the currents injected by the grid-connected power converters under unbalanced and distorted grid operating conditions [17, 18]. These controllers are based on frequency adaptive filters, which exhibit the same performance for both positive and negative frequencies.

Other solutions not based on vector-oriented control (VOC), for instance based on hysteresis current controllers [10,19], direct power control methods [20,21] and model-based predictive control [22], can also be used to control grid-connected power converters operating under generic grid conditions. Among these solutions, those based on hysteresis are robust and offer a fast dynamic response [23].

In the framework of this short overview about control of grid-connected converters under unbalanced grid voltage conditions, it is mandatory to point out two relevant issues that all, classical and modern, techniques have in common. On the one hand, it is necessary to stress that the successful performance of any current controller of grid-connected converters greatly depends on the accuracy of the grid synchronization system used [24]. In single-phase systems, the amplitude and phase angle of the grid voltage should be accurately estimated to achieve the expected instantaneous exchange of power with the grid. In the case of three-phase systems, the synchronization requirements are even more severe, since the symmetrical components of the grid voltage during unbalanced grid faults should be perfectly estimated to achieve a proper control of the positive- and negative-sequence currents injected into the grid. Several advanced grid synchronization techniques, able to provide good results under generic grid voltage conditions, were presented in Chapters 4 and 8 for single- and three-phase systems respectively.

On the other hand, depending on the desired performance for the instantaneous active and reactive powers exchanged with the grid, the reference current generated by the current controller during unbalanced grid faults may be balanced, unbalanced or even distorted. As a consequence, the current injected by the grid-connected power converter is prone to be different from phase to phase. For this reason, one additional crucial issue to be controlled in grid-connected converters is the instantaneous evolution of the currents injected by the power converter in each phase of the grid in order to avoid any undesired overcurrent tripping.

### 10.3 Control Structures for Unbalanced Current Injection

The current injected into the grid by a power converter should keep a certain relationship with the voltage at the point of connection in order to deliver a given amount of active and reactive power. For this reason, the structure of the current controller is a key issue in the design of grid-connected power converters. Under grid faults, the injected currents are very different from the ones injected during regular operating conditions. In single-phase systems, grid faults give rise to variations in the amplitude and phase angle of the single-phase voltage at the point of connection of the power converter. As a consequence, the power converter should also change the amplitude and phase angle of the injected current in order to ride through the fault. Usually, conventional current controllers used in single-phase applications are able to withstand properly this kind of faults. As commented in Chapter 8, faults in three-phase systems create unbalanced voltages. Depending on the control objectives, the currents to be injected into the grid might include negative-sequence components to thwart the effects of
the fault. Most conventional current controllers used in three-phase power converters are not suitable for injecting unbalanced currents, especially when the grid voltage is unbalanced.

Current controllers based on synchronous reference frames are the most extended solution for controlling current injection in distributed generation systems. As shown in Chapter 9, most of these controllers use PI regulators, operating on the synchronous $dq$ axes, to control the injected currents. When balanced positive-sequence currents are injected into the grid, these control structures achieve a good performance. However, if unbalanced currents are injected the behaviour of these controllers is quite deficient, since there is not any specific control loop for the negative-sequence current components.

In the following, different control structures, specially designed to work with positive- and negative-sequence currents, will be presented.

### 10.3.1 Decoupled Double Synchronous Reference Frame Current Controllers for Unbalanced Current Injection

The most intuitive way to control a current vector, consisting of positive- and negative-sequence components, is to use a current controller based on two synchronous reference frames, rotating at the fundamental grid frequency in the positive and the negative directions respectively. Figure 10.2 shows the structure of this controller, which is based on a double synchronous reference frame (DSRF).

![Double synchronous reference frame current controller](image)

**Figure 10.2** Double synchronous reference frame current controller
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As shown in the figure, the measured currents are transformed into the positive and negative reference frames by using the Park transformation, $[T_{dq}^+]$ and $[T_{dq}^-]$, being

$$
[T_{dq}^+] = [T_{dq}^-]^T = \begin{bmatrix}
\cos(\theta') & \sin(\theta') \\
-\sin(\theta') & \cos(\theta')
\end{bmatrix}
$$

(10.19)

where $\theta'$ is the phase angle detected by the synchronization systems for the positive- and negative-sequence voltage vectors. It is worth pointing out that these phase angles should be estimated by an accurate grid synchronization system like the ones presented in Chapter 8.

As depicted in the figure, the controller used in each synchronous reference frame is similar to those presented in Chapter 9, in which PI controllers were usually used to regulate the injected currents. It should be noted in this figure that the terms for decoupling the $dq$ signals ($\omega L$) on the positive and the negative sequences have different signs, due to their opposite rotation directions.

Considering that the current vector to be injected into the grid is given by the expression

$$
i = I^+ \begin{bmatrix}
\sin(\omega t + \delta^+) \\
\sin(\omega t + \delta^+ - \frac{2\pi}{3}) \\
\sin(\omega t + \delta^+ + \frac{2\pi}{3})
\end{bmatrix} + I^- \begin{bmatrix}
\sin(\omega t + \delta^-) \\
\sin(\omega t + \delta^- + \frac{2\pi}{3}) \\
\sin(\omega t + \delta^- - \frac{2\pi}{3})
\end{bmatrix}
$$

(10.20)

its projection on the positive and negative synchronous reference frames, rotating at $+\omega$ and $-\omega$ respectively, can be written as

$$
i_{dq}^+ = \begin{bmatrix}
i_d^+ \\
i_q^+
\end{bmatrix} = \begin{bmatrix}
i_d^+ \\
i_q^+
\end{bmatrix} + \begin{bmatrix}
i_d^+ \\
i_q^+
\end{bmatrix} = I^+ \begin{bmatrix}
\cos(\delta^+) \\
\sin(\delta^+)
\end{bmatrix} + I^- \cos(\delta^-) \begin{bmatrix}
\cos(2\omega t) \\
-\sin(2\omega t)
\end{bmatrix} + I^- \sin(\delta^-) \begin{bmatrix}
\sin(2\omega t) \\
\cos(2\omega t)
\end{bmatrix}
$$

(10.21)

$$
i_{dq}^- = \begin{bmatrix}
i_d^- \\
i_q^-
\end{bmatrix} = \begin{bmatrix}
i_d^- \\
i_q^-
\end{bmatrix} + \begin{bmatrix}
i_d^- \\
i_q^-
\end{bmatrix} = I^- \begin{bmatrix}
\cos(\delta^-) \\
\sin(\delta^-)
\end{bmatrix} + I^+ \cos(\delta^+) \begin{bmatrix}
\cos(2\omega t) \\
\sin(2\omega t)
\end{bmatrix} + I^+ \sin(\delta^+) \begin{bmatrix}
-\sin(2\omega t) \\
\cos(2\omega t)
\end{bmatrix}
$$

(10.22)

The expressions shown in (10.21) and (10.22) give evidence of the cross-coupling between the $dq$ axis signals of both synchronous reference frames. This coupling effect is manifested by a $2\omega$ oscillation overlapping the DC signals on the $dq$ axes, being $\omega$ the fundamental grid frequency, as discussed in Chapter 8. The amplitude of the $2\omega$ oscillations on the $dq$
axes of the positive-sequence reference frame matches the mean value on the $dq$ axes of the negative-sequence one, and vice versa.

To illustrate the effect of the cross-coupling between the positive and negative reference frames, a power converter injecting positive- and negative-sequence currents into the grid has been considered. The reference currents for this power converter, expressed on the positive and negative reference frames, $dq^+$ and $dq^-$, are shown in Figure 10.3.

When the system of Figure 10.2 is used for controlling the injection of the reference currents shown in Figure 10.3, the measured currents, expressed on the $dq^+$ and $dq^-$ axes, are the ones shown in Figure 10.4. In this figure, it can be appreciated how the injection of any positive-sequence current gives rise to oscillations at $2\omega$ on the negative reference frame, and vice
versa. It can be also proved from this figure that the amplitude of the oscillations in one of the synchronous reference frames matches the DC amplitude of the other one.

Oscillations at $2\omega$ in the measured currents cannot be totally cancelled out by the PI controller, which gives rise to steady state errors when tracking the reference currents. This drawback is illustrated in Figure 10.5, where the error signals at the input of the PI controllers have been plotted, $\Delta i_{d,q,+}$ and $\Delta i_{d,q,-}$. It is important to stress that the mean value of the error signals is equal to zero for all the $dq$ components, since the PI controller presents infinite gain for DC inputs.

Obviously, these $2\omega$ oscillations on the synchronous reference frames should be cancelled out in order to achieve full control of the injected currents under unbalanced conditions. In the following, some solutions oriented to overcome this drawback are presented.

Maybe the most straightforward solution to attenuate the effects of the $2\omega$ oscillations consist of filtering the measured currents by using a notch filter (NF), as shown in Figure 10.6 [4].

The effect of including the aforementioned notch filter on the measured currents is illustrated in Figure 10.7, where the current errors on the positive and negative reference frames are plotted. It can be noticed in this figure that the performance of the controller is clearly improved, being the $2\omega$ oscillations in the current error significantly reduced after a nonnegligible transient period.

It is worth pointing out that the notch filter affects the direct chain of the control loop, reducing the phase margin of the system, and ends by hindering the system stability if the damping factor of the notch filter is too high. In the example of Figure 10.7, the damping factor was set to 0.5. Lower values for the damping factor would reduce the settling time of the system. However, it would make the notch filter more selective, which may become a problem in the case of grid frequency deviations. For this reason, this notch filter should be frequency adaptive in order effectively to cancel out the $2\omega$ oscillations at any grid frequency value.
Double synchronous reference frame current controller using a notch filter

Error signals on the double synchronous reference frame controller using notch filters on the measured currents (d error current signal in black and q error current signal in gray)
The same effect provided by the notch filter, regarding the attenuation of $2\omega$ oscillations, can be achieved by adding the $2\omega$ oscillations of the measured currents to the reference currents. In this way, the input signal to the PI controller would be free of oscillations. However, in order to avoid any mismatching in cancelling these oscillations, a resonant controller, also tuned at $2\omega$, is connected in parallel with the original PI controller [6].

In the previous techniques, the effect of the $2\omega$ oscillation resulting from the cross-coupling between reference frames and current vectors with different sequences has been overcome by using filters or by modifying the controller. Nevertheless, as previously evidenced in the equations (10.21) and (10.22), a relationship exists between the amplitude of the AC oscillations in the positive reference frame and the DC values in the negative reference frame, and vice versa. Therefore, it is feasible to use a cross-decoupling network, like the one presented in Chapter 8, to make both reference frames independent from each other. Implementation of this decoupled double synchronous reference frame (DDSRF) current controller is shown in Figure 10.8, where $F$ represents a first-order low-pass filter.

As a difference from the previous case, where the $2\omega$ oscillations were just attenuated by using a notch filter, the cross-feedback decoupling network allows a perfect estimation of the amplitude of the oscillations in the measured currents, achieving their complete cancellation at the input of the PI controllers. Moreover, as evidenced in the current error signals shown in Figure 10.9, where the cut-off frequency of the low-pass filter was set to $\omega_f = \omega/\sqrt{2}$, the DDSRF current controller exhibits a better dynamics than the one based on notch filters.

Since the amplitude of the AC oscillations in the measured currents on the positive reference frame matches the DC values in the measured currents on the negative reference frame, and
taking into account that ideal PI controllers are able to track DC references accurately, it seems logical to use the reference for the negative-sequence currents as feedforward signals for cancelling out the $2\omega$ oscillations in the measured currents on the positive reference frame. A similar reasoning can be followed for cancelling out the oscillations in the negative reference frame. This decoupling network would work properly provided that the PI controllers are able to track the DC reference currents and the DC measured currents on the synchronous reference frames. Therefore, under such conditions, it would not be possible to achieve a full cancellation of the oscillations in the measured currents. However, any DC error in tracking the references currents can be detected at the input of the PI controllers by using simple low-pass filters. Thus, the output signal of these filters can be used to compensate the error made by the feedforward loops in the cancellation of the $2\omega$ oscillations. Implementation of this decoupled double synchronous reference frame current controller, based on feedforward plus additional feedback loops, is shown in Figure 10.10.

The error signals on the decoupled double synchronous reference frame, shown in Figure 10.11, shows the good performance of this last controller. In this case, the cut-off frequency of the low-pass filter was set to $\omega_f = \omega/\sqrt{2}$. It can be seen from the figure that this control structure shows very fast dynamics while achieving a zero steady-state error when injecting unbalanced currents.

### 10.3.2 Resonant Controllers for Unbalanced Current Injection

When a synchronous controller based on PI is transformed into the stationary reference frame, a proportional resonant (PR) controller is obtained [17, 25]. Therefore, both are equivalent to each other, but they work on different reference systems. The synchronous controller is
Figure 10.10 Decoupled double synchronous reference frame current controller using a decoupling network based on the reference and the error signals

Figure 10.11 Error signals on the double synchronous reference frame current controller using a decoupling network based on the reference and the error signals (d error current signal in black and q error current signal in gray)
Based on an infinite gain DC controller rotating at $\omega$ frequency on a synchronous reference frame; meanwhile, the PR controller on the stationary frame presents an infinite gain at $\pm\omega$ frequencies.

The synchronous controller uses the phase angle of the grid voltage as a basis magnitude, whereas the resonant controller uses the grid frequency. As a consequence, the synchronous controller needs to build two synchronous control loops to control unbalanced currents, one for the positive-sequence component and another for the negative-sequence component, as the phase angles of both sequence components are not correlated. However, since the value of the grid frequency is the same for both sequence components, just one resonant controller is necessary to control both positive- and negative-sequence currents simultaneously. Therefore, no decoupling networks are needed to deal with both sequences simultaneously.

The equivalence between the PI controller on the double synchronous reference frame and the PR controller on the stationary reference frame is demonstrated in the following. When only the positive reference frame controller is considered in the system shown in Figure 10.12(a), the next expression can be written as

$$v_{dq^+} = [PI(t)] * \Delta i_{dq^+} = \begin{bmatrix} k_p + k_i \int & 0 \\ 0 & k_p + k_i \int \end{bmatrix} * \Delta i_{dq^+}$$

(10.23)

where * represents the convolution product in the time domain. Likewise, the output of the negative reference frame controller of Figure 10.12(a) is given by

$$v_{dq^-} = [PI(t)] * \Delta i_{dq^-} = \begin{bmatrix} k_p + k_i \int & 0 \\ 0 & k_p + k_i \int \end{bmatrix} * \Delta i_{dq^-}$$

(10.24)
In the Laplace domain, the transfer functions of these two controllers on the stationary reference frame are given by

\[ \mathbf{v}(s)_{\alpha\beta^+} = \left[ \mathbf{P}(s)_{\alpha\beta^+} \right] \Delta \mathbf{i}(s)_{\alpha\beta^+} \]  \quad (10.25)  
\[ \mathbf{v}(s)_{\alpha\beta^-} = \left[ \mathbf{P}(s)_{\alpha\beta^-} \right] \Delta \mathbf{i}(s)_{\alpha\beta^-} \]  \quad (10.26)

where the stationary transfer functions for the PI controller on the positive and negative reference frames are defined as

\[ \left[ \mathbf{P}(s)_{\alpha\beta^+} \right] = \left[ T_{dq^-} \right] \left[ \mathbf{P}(s) \right] \left[ T_{dq^+} \right] \]
\[ = \frac{1}{2} \begin{bmatrix} (\mathbf{P}(s + j\omega) + \mathbf{P}(s - j\omega)) & j (\mathbf{P}(s + j\omega) - \mathbf{P}(s - j\omega)) \\ j (-\mathbf{P}(s + j\omega) + \mathbf{P}(s - j\omega)) & (\mathbf{P}(s + j\omega) + \mathbf{P}(s - j\omega)) \end{bmatrix} \]
\[ = \begin{bmatrix} k_p + \frac{k_i}{s^2 + \omega^2} & \frac{k_i\omega}{s^2 + \omega^2} \\ -\frac{k_i\omega}{s^2 + \omega^2} & k_p + \frac{k_i}{s^2 + \omega^2} \end{bmatrix} \]  \quad (10.27)

\[ \left[ \mathbf{P}(s)_{\alpha\beta^-} \right] = \left[ T_{dq^-} \right] \left[ \mathbf{P}(s) \right] \left[ T_{dq^+} \right] \]
\[ = \frac{1}{2} \begin{bmatrix} (\mathbf{P}(s + j\omega) + \mathbf{P}(s - j\omega)) & j (-\mathbf{P}(s + j\omega) + \mathbf{P}(s - j\omega)) \\ j (\mathbf{P}(s + j\omega) - \mathbf{P}(s - j\omega)) & (\mathbf{P}(s + j\omega) + \mathbf{P}(s - j\omega)) \end{bmatrix} \]
\[ = \begin{bmatrix} k_p + \frac{k_i}{s^2 + \omega^2} & -\frac{k_i\omega}{s^2 + \omega^2} \\ \frac{k_i\omega}{s^2 + \omega^2} & k_p + \frac{k_i}{s^2 + \omega^2} \end{bmatrix} \]  \quad (10.28)

The transformation matrixes \([T_{dq^+}]\) and \([T_{dq^-}]\) in (10.27) and (10.28) correspond to the Park transform, as indicated in (10.19).

Adding the two partial transfer functions defined in (10.25) and (10.26) for the positive and negative reference frame controllers, the following expression is obtained:

\[ \mathbf{v}(s)_{\alpha\beta} = \mathbf{v}(s)_{\alpha\beta^+} + \mathbf{v}(s)_{\alpha\beta^-} \]  \quad (10.29)

\[ \begin{bmatrix} \mathbf{v}(s)_{\alpha} \\ \mathbf{v}(s)_{\beta} \end{bmatrix} = 2 \begin{bmatrix} k_p + \frac{k_i}{s^2 + \omega^2} & 0 \\ 0 & k_p + \frac{k_i}{s^2 + \omega^2} \end{bmatrix} \begin{bmatrix} \Delta \mathbf{i}_\alpha \\ \Delta \mathbf{i}_\beta \end{bmatrix} \]  \quad (10.30)

As shown in (10.30), the joint action of a positive and a negative synchronous reference frame controller, both using PI controllers, is equivalent to implementing two PR controllers to cancel out the current error, one on the \(\alpha\) axis and another on the \(\beta\) axis. The diagonal terms in the transfer function matrix of (10.30) are equal to zero, which indicates that there is no cross-coupling between the signals on the \(\alpha\) and \(\beta\) stationary axes. The analysis carried out in this section demonstrates that PR controllers on the stationary reference frame are able to cancel out the error on the positive- and negative-sequence components simultaneously when unbalanced currents are injected by the power converter. Moreover, the simplicity of the
resultant PR controller makes it very attractive to be implemented in digital control platforms because of its low computational burden. Figure 10.12(b) shows the diagram for implementing a current controller based on PR on the $\alpha\beta$ stationary reference frame.

The $dq$ error signals resulting from the synchronous controller when injecting the same reference currents as in previous study cases are shown in Figure 10.13, whereas the $\alpha\beta$ error signals for the PR controller are shown in Figure 10.14. As shown in this figure, the PR controller and its equivalent synchronous controller achieve a zero steady-state error and
exhibit a fast dynamic response, comparable to some of the best responses obtained with the
decoupled synchronous current controllers previously studied.

10.4 Power Control under Unbalanced Grid Conditions

In the previous sections of this chapter, some important issues regarding the operation of
grid-connected power converters under unbalanced grid conditions have been pointed out.

As shown in the overview section, the control of the instantaneous active and reactive
power exchanged with the grid, and mainly the power oscillating terms that appear due to
the interaction between voltages and currents with different sequences, requires the design
of specific strategies for calculating the current that should be injected into the grid by the
power converter. However, implementation of these strategies gives rise to the injection of
unbalanced currents into the network. Therefore, specific current control structures, able to
properly regulate the positive- and negative-sequence components, are necessary in order to
obtain satisfactory results. Several control solutions regarding this issue have been discussed
in Section 10.3.

Once it is assumed that it is possible to design a suitable current controller to properly
inject unbalanced currents during grid faults, it is necessary to tackle calculation of the proper
reference currents to be applied to the input of such controllers. In the framework of this
section, different methods for determining the reference currents to be tracked by the grid-
connected power converter to achieve a specific performance will be presented. The analysis
that will be carried out in the following will consider generic three-phase grid-connected power
converters, working as either rectifiers or inverters, to regulate the instantaneous evolution of
the active and the reactive power exchanged with the grid.

In the forthcoming study, the different techniques for calculating reference currents will be
developed using a generic vector approach. This kind of analysis permits a generalized study
to be carried out that is valid in either a stationary or a synchronous reference frame.

Before conducting further developments, some assumptions, which will be considered from
this point on, should be introduced:

- The energy source supplying power through the inverter exhibits slow dynamics and hence
  the energy yield can be assumed as a constant throughout a grid period.
- The reference for the instantaneous active and reactive powers to be supplied by the grid-
  connected converter can also be considered constant throughout each grid cycle, i.e. \( p^* = P \)
  and \( q^* = Q \).
- The distributed power generator delivers power into the electrical network through a three-
  phase three-wire connection; hence there is no active power contribution from zero-sequence
  current components. Thus, the zero-sequence voltage component of the grid voltage will
  be neglected.
- The positive- and negative-sequence components of the grid voltage have been accurately
  estimated using a precise grid synchronization system.

Considering these assumptions, and according to the instantaneous power theory [1], the
instantaneous active power, \( p \), supplied or drained by a grid-connected three-phase power
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The power converter can be calculated as

\[ p = v \cdot i \]  \hspace{1cm} (10.31)

where \( v = (v_a, v_b, v_c) \) is the voltage vector in the point of common coupling (PCC), \( i = (i_a, i_b, i_c) \) is the injected current vector in such a point and \( \cdot \) represents the dot product of both vectors. Considering the symmetrical components of the voltage and the current, the previous expression can be rewritten as

\[
p = (v^+ + v^-) \cdot (i^+ + i^-) \hspace{1cm} (10.32)
\]

\[
p = \frac{v^+ \cdot i^+ + v^- \cdot i^- + v^+ \cdot i^- + v^- \cdot i^+}{P} = P + \tilde{p} \hspace{1cm} (10.33)
\]

where \( v^+ \), \( v^- \), \( i^+ \) and \( i^- \) are the positive- and negative-sequence vector components of the voltage and the current vectors while \( P \) and \( \tilde{p} \) are the average value and the oscillatory term of the active power respectively.

On the other hand, the instantaneous reactive power \( q \) generated by the power converter, due to the interaction between the current vector \( i \) and the generic voltage vector \( v \), can be written as

\[ q = |v \times i| \]  \hspace{1cm} (10.34)

Hence, the instantaneous reactive power can be defined as the module of the cross-product between \( v \) and \( i \). However, the instantaneous reactive power can also be calculated by means of the following dot product:

\[ q = v_\perp \cdot i \]  \hspace{1cm} (10.35)

where \( v_\perp \) is an orthogonal version (90° leaded) of the original grid voltage vector \( v \). The orthogonal voltage \( v_\perp \) expressed on different reference frames can be found by means of applying the following transformations:

\[
v_\perp_{abc} = \frac{1}{\sqrt{3}} \begin{bmatrix} 0 & 1 & -1 \\ -1 & 0 & 1 \\ 1 & -1 & 0 \end{bmatrix} v_{abc}; \hspace{0.5cm} v_\perp_{a\beta} = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} v_{a\beta}; \hspace{0.5cm} v_\perp_{dq} = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} v_{dq}. \]  \hspace{1cm} (10.36)

The reactive power shown in (10.35) can be written as well as a function of the voltage and the current symmetrical components, giving rise to

\[ q = (v_\perp^+ + v_\perp^-) \cdot (i^+ + i^-) \hspace{1cm} (10.37)\]

\[
q = \frac{v_\perp^+ \cdot i^+ + v_\perp^- \cdot i^- + v_\perp^+ \cdot i^- + v_\perp^- \cdot i^+}{Q} = Q + \tilde{q} \hspace{1cm} (10.38)
\]

In (10.38) it is shown that the reactive power can also be split into a constant component, \( Q \), and an oscillatory term \( \tilde{q} \).
It is worth highlighting the point that the expressions from (10.31) to (10.38) are valid in any stationary \((a, b, c\) or \(\alpha, \beta)\), rotational \((d, q)\) or polar \((m\angle \theta)\) reference frames.

In the following, five different strategies for determining the reference current vector, \(i^*\), to deliver given active and reactive power set-points, \(P\) and \(Q\), under unbalanced grid voltage conditions, will be discussed. It will be shown that these strategies intend to provide different features, such as the cancellation of active power oscillations, the injection of balanced sinusoidal currents or the flexible regulation of the injected positive and negative sequence currents. In the next sections, the performance of these strategies for calculating reference currents will be compared and discussed, stressing the advantages and drawbacks of each one from the grid integration and the current injection control points of view.

10.4.1 Instantaneous Active–Reactive Control (IARC)

Considering the equations (10.31) and (10.34), and according to that stated in instantaneous power theories [1, 26, 27], any current vector aligned with the voltage vector \(v\) will give rise to active power, while any current vector aligned with \(v_\perp\) will generate reactive power. This concept can be represented by the following expressions, which constitute the basis of the instantaneous active–reactive control (IARC) strategy to determine the reference currents:

\[
\begin{align*}
i^*_p &= g \cdot v \\
i^*_q &= b \cdot v_\perp
\end{align*}
\]

where \(i^*_p\) and \(i^*_q\) can be considered as the active and the reactive currents vectors respectively, representing \(g\) an instantaneous conductance and \(b\) an instantaneous susceptance, both real terms, which sets the proportion between the voltage and the current vectors. The value of these terms that give rise to the exchange of a certain amount of power with the grid, \(P\) and \(Q\), under given voltage conditions, defined by \(v\), can be calculated as

\[
\begin{align*}
i^*_p \cdot v &= g \cdot v \cdot v = P \Rightarrow g \cdot |v|^2 = P \Rightarrow g = \frac{P}{|v|^2} \\
i^*_q \cdot v_\perp &= b \cdot v_\perp \cdot v_\perp = Q \Rightarrow b \cdot |v_\perp|^2 = Q \Rightarrow b = \frac{Q}{|v_\perp|^2}
\end{align*}
\]

Considering these values of instantaneous conductance and susceptance seen from the output of the inverter, and according to (10.39) and (10.40), the reference current vectors to deliver the \(P\) and \(Q\) powers to the grid are given by

\[
\begin{align*}
i^*_p &= \frac{P}{|v|^2} v \\
i^*_q &= \frac{Q}{|v_\perp|^2} v_\perp
\end{align*}
\]
where $i^*_{p}$ is the active component of the reference current vector and $i^*_{q}$ is the reactive one. Therefore, the final reference current can be calculated by just adding (10.43) and (10.44), i.e.

$$i^* = i^*_{p} + i^*_{q} \quad (10.45)$$

These reference currents are the most efficient set of currents that exactly deliver the instantaneous active and reactive powers, $P$ and $Q$, to the grid under generic voltage conditions. In comparison to other control strategies, which will be explained in the following, the IARC strategy exhibits the highest degree of control on the instantaneous powers exchanged with the grid.

In (10.43) and (10.44), the norm of the grid voltage vector, $|v|^2$, can be calculated as follows for different reference frames:

$$|v|^2 = v_a^2 + v_b^2 + v_c^2 = v_{\alpha}^2 + v_{\beta}^2 = v_d^2 + v_q^2 = m^2 \quad (10.46)$$

Under balanced sinusoidal conditions, the resulting current references from (10.45) are perfectly sinusoidal, since the module of the voltage, $|v|$, and $g$ and $d$ are constants. However, as explained in Chapter 8, $v$ and $v_\perp$ are formed by positive- and negative-sequence voltage components when unbalanced grid faults occur. Under such operating conditions, the module $|v|^2$ has oscillations at twice the fundamental grid frequency, i.e.

$$|v|^2 = |v_+|^2 + |v_-|^2 + 2 |v_+| |v_-| \cos (2\omega t + \phi^+ - \phi^-) \quad (10.47)$$

When the expression of (10.47) is processed in the denominator of (10.43) and (10.44), the resulting reference currents $i^*_{p}$ and $i^*_{q}$ are not sinusoidal, but consist of high-order harmonics, giving rise to distorted reference signals for the currents to be injected in the phases of the grid. This issue is a serious drawback of the IARC strategy due to the fact that injecting distorted currents requires the implementation of more complex control systems than the ones presented in Section 10.3 of this chapter. In the case of a high-power grid-connected converter, the capability for injecting harmonic currents into the grid is significantly limited by the maximum value of the switching frequency of the power converter’s semiconductors and the reduced bandwidth set by the link filter. Moreover, injection of harmonics into the grid can give rise to additional problems such as excitation of resonances or extra deterioration of the grid voltage at the point of connection of the power converter.

Therefore, in spite of its obvious advantages in terms of power controllability, the application of IARC seems not to be the most suitable strategy for generating reference currents in many applications of grid-connected power converters, especially those in the range of several megawatts. Nevertheless, by means of introducing particular constraints in the calculation of the reference currents, it is possible to deduce other alternative strategies that would give rise to reference currents more suitable to be injected into the grid by using positive- and negative-sequence currents controllers like the ones shown in Section 10.3, which are closer to the synchronous controller conventionally used by the industry.
10.4.2 Positive- and Negative-Sequence Control (PNSC)

The name of this strategy introduces itself as one of its main features. The positive- and negative-sequence control (PNSC) strategy deals with the calculation of a reference current vector, containing a proper set of positive- and negative-sequence components, that is able to cancel out oscillations in the instantaneous powers injected into the grid. This strategy is reminiscent of some of the first techniques proposed to control active rectifiers under unbalanced grid conditions. However, the formulation used in the PNSC strategy is more general, allowing the use of both synchronous and stationary reference frames while considering the attenuation of power oscillations in both the active and the reactive instantaneous powers. The current reference provided with this technique takes as a requirement that the resulting currents to be injected into the grid solely consist of positive- and negative-sequence components at the fundamental frequency, i.e.

\[ i^* = i^{++} + i^{--} \quad (10.48) \]

where \( i^{++} \) and \( i^{--} \) represent such positive- and negative-sequence components respectively.

To determine the expressions for the reference currents generated by the PNSC strategy it is initially assumed that only active power is delivered to the grid. Moreover, it is imposed as a condition that the delivered active power is free of oscillations. Considering both constraints, the following expressions can be written:

\[ \mathbf{v}^+ \cdot i_p^{++} + \mathbf{v}^- \cdot i_p^{--} = P \quad (10.49) \]
\[ \mathbf{v}^+ \cdot i_p^{--} + \mathbf{v}^- \cdot i_p^{++} = 0 \quad (10.50) \]

Operating (10.50), the following expression for the negative-sequence reference current vector can be obtained:

\[ \mathbf{v}^+ \cdot i_p^{--} = -i_p^{++} \cdot \mathbf{v}^- \Rightarrow |\mathbf{v}^-|^2 \cdot i_p^{--} = -\mathbf{v}^+ \cdot i_p^{++} \cdot \mathbf{v}^- \Rightarrow i_p^{--} = -\frac{\mathbf{v}^+ \cdot i_p^{++}}{|\mathbf{v}^+|^2} \mathbf{v}^- \quad (10.51) \]

Therefore, the following equation can be found by substituting (10.51) in (10.49) and regrouping terms:

\[ P = \mathbf{v}^+ \cdot i_p^{++} \left( 1 - \frac{|\mathbf{v}^-|^2}{|\mathbf{v}^+|^2} \right) \quad (10.52) \]

Operating (10.52), the reference for the positive-sequence reference current vector is given by

\[ \mathbf{v}^+ \cdot P = |\mathbf{v}^+|^2 \cdot i_p^{++} \left( \frac{|\mathbf{v}^+|^2 - |\mathbf{v}^-|^2}{|\mathbf{v}^+|^2} \right) \Rightarrow i_p^{++} = \frac{P}{|\mathbf{v}^+|^2 - |\mathbf{v}^-|^2} \mathbf{v}^+ \quad (10.53) \]
Finally, adding (10.51) and (10.53), the reference for the active current vector is given by
\[ i_p^* = g^\pm (v^+ - v^-); \quad g^\pm = \frac{P}{|v^+|^2 - |v^-|^2} \] (10.54)

Similar constraints to the ones set to arrive at (10.54) can be set to determine the reference for the reactive current vector as follows:
\[ v^+_\perp \cdot i^+_q + v^-_\perp \cdot i^-_q = Q \] (10.55)
\[ v^+_\perp \cdot i^-_q + v^-_\perp \cdot i^+_q = 0 \] (10.56)

From these expressions, and making the same steps as in the case of the active current vector, the following expression can be found to calculate the reference for the reactive current vector:
\[ i_q^* = b^\pm (v^+_\perp - v^-_\perp); \quad b^\pm = \frac{Q}{|v^+|^2 - |v^-|^2} \] (10.57)

Therefore, the final reference current can be calculated by adding (10.54) and (10.57) as
\[ i^* = i_p^* + i_q^* = g^\pm (v^+ - v^-) + b^\pm (v^+_\perp - v^-_\perp) \] (10.58)

In order to study the performance of the instantaneous powers delivered using the PNSC strategy, the positive- and negative-sequence currents injected into the grid are written as the addition of their active and reactive component as follows:
\[ i^+_p = i^+_p + i^+_q \] (10.59)
\[ i^-_p = i^-_p + i^-_q \] (10.60)

Considering that the current controller used in the power converter guarantees the injection into the grid of the reference currents set by (10.54) and (10.57) with no error, the following expressions can be written for the instantaneous active and reactive powers delivered by the power converter:
\[ p = v^+_p \cdot i^+_p + v^-_p \cdot i^-_p + v^+_q \cdot i^+_q + v^-_q \cdot i^-_q + v^+_p \cdot i^-_q + v^-_p \cdot i^+_q + v^+_q \cdot i^-_q + v^-_q \cdot i^+_q \] (10.61)
\[ q = v^+_q \cdot i^+_q + v^-_q \cdot i^-_q + v^+_p \cdot i^+_p + v^-_p \cdot i^-_p + v^+_q \cdot i^-_p + v^-_q \cdot i^+_p + v^+_p \cdot i^-_q + v^-_p \cdot i^+_q \] (10.62)

In both expressions the average value of the active and reactive power, \( P \) and \( Q \), and the oscillatory components of both, \( \tilde{p} \) and \( \tilde{q} \), have been indicated. The third and fourth terms have been cancelled out in both (10.61) and (10.62), as the dot product between two components with the same sequence and 90° shifted is equal to zero. On the other hand, the fifth and the sixth terms in (10.61) and (10.62) are zero due to the conditions stated in (10.50) and (10.56),
where both oscillating terms were forced to be zero when calculating the reference for the active and reactive currents.

As evidenced in (10.61) and (10.62), the instantaneous active and reactive power delivered to the grid by applying the PNSC strategy, \( p \) and \( q \), differ from the ones provided as a reference, \( P \) and \( Q \), by the oscillatory power terms \( \tilde{p} \) and \( \tilde{q} \). This is due to the interaction between in-quadrature voltage and currents with different sequences.

Nevertheless, when one of the power references is null, either \( P \) or \( Q \), the performance of the instantaneous power when using the PNSC is slightly different. For instance, if just the injection of active power into the network is considered under unbalanced conditions, while the reactive power set-point is equal to zero, the active power oscillations are cancelled. This is due to the fact that the remaining oscillating component in the active power, \( \tilde{p} \), depends upon the reactive current components \( i_q^+ \) and \( i_q^- \), as stated in (10.61). Hence, if the reactive current \( i_q^+ \) is cancelled, the oscillating term, \( \tilde{p} \), does not appear. A similar phenomenon occurs with the reactive power oscillations when the active power set-point is set to zero. In this case, the reactive power oscillations are completely cancelled, as can be deduced from (10.62).

### 10.4.3 Average Active–Reactive Control (AARC)

As commented previously, during unbalanced grid faults, the reference currents obtained by using the IARC strategy present harmonics in their waveform because \( g \) and \( d \) do not remain constant throughout the grid period, \( T \). Since \( P \) and \( Q \) have been assumed to be constant, such harmonics come from the effect of the second-order component of \( |v|^2 \) on the calculation of the instantaneous conductance and susceptance, \( g \) and \( d \), as shown in (10.41) and (10.42). Therefore, if the effect of the \( |v|^2 \) oscillations is cancelled out in the calculation of such conductance and susceptance, the harmonics in the reference currents will be cancelled as well. To achieve this goal, the average active–reactive control (AARC) strategy calculates the average value of the instantaneous conductance and susceptance, throughout one grid period, and then determines the reference for the active and reactive current vectors \( i_p^* \) and \( i_q^* \), operating as

\[
\begin{align*}
    i_p^* &= G \cdot v; \quad G = \frac{P}{V_\Sigma^2} \\
    i_q^* &= B \cdot v; \quad B = \frac{Q}{V_\Sigma^2}
\end{align*}
\]

(10.63)

(10.64)

where \( V_\Sigma \) is the collective rms value of the grid voltage, which is defined as

\[
V_\Sigma = \sqrt{\frac{1}{T} \int_0^T |v|^2 \, dt} = \sqrt{|v^+|^2 + |v^-|^2}
\]

(10.65)

Since \( G \) and \( B \) are constants in the AARC strategy, the voltage and the current waveforms are monotonously proportional. According to the studies conducted by Buchholz, one of the main precursors of the study on the time domain of active and nonactive currents in polyphase systems, for a given grid voltage \( v \), the current references calculated by (10.63) and (10.64)
lead to the smallest possible collective rms value of such currents, $I_\Sigma$, delivering a constant active power $P$ over one grid period, $T$. The lower value of $I_\Sigma$, the lower are the conduction losses in the system and the higher the efficiency. An analogous conclusion can be reached for the reactive current case.

Considering the active power injection, the current vector of (10.63) has the same direction as the grid voltage vector; hence it will not give rise to any reactive power component. However, the instantaneous active power delivered to the unbalanced grid will not be equal to $P$ but will be given by

$$p = i_p^* \cdot v = \frac{|v|^2}{V_x^2} P = P + \tilde{p}$$

(10.66)

where $\tilde{p}$ is an oscillating term added to the average value $P$.

Substituting (10.63) and (10.65) into (10.66), the instantaneous active power delivered to the unbalanced grid can be written as

$$p = P \left[ 1 + \frac{2 |v^+| |v^-|}{|v^+|^2 + |v^-|^2} \cos(2\omega t + \phi^+ - \phi^-) \right]$$

(10.67)

where $\phi^+$ and $\phi^-$ are the phase angles of the positive- and negative-sequence voltage vector components, $v^+$ and $v^-$.  

In an analogous way, the reactive current found in (10.64) has the same direction as the in-quadrature voltage vector $v_\perp$. As in the active power case, the reactive power consists of an average value equal to $Q$ plus an oscillating term at twice the grid frequency, i.e.

$$q = v_\perp \cdot i_q^* = \frac{|v|^2}{V_x^2} Q = Q + \tilde{q}$$

(10.68)

$$q = Q \left[ 1 + \frac{2 |v^+| |v^-|}{|v^+|^2 + |v^-|^2} \cos(2\omega t + \phi^+ - \phi^-) \right]$$

(10.69)

After obtaining the equations for $p$ and $q$, given in (10.67) and (10.69), the same particular cases analysed for the PNSC can be discussed here. If just reactive power is injected into the grid by using the AARC, the residual instantaneous active power delivered to the network will be equal to zero. Likewise, if only active power is delivered, the residual instantaneous reactive power will be equal to zero.

10.4.4 Balanced Positive-Sequence Control (BPSC)

Considering the same principle used in the AARC strategy, it is possible to find other ways for modifying the value of the conductance and susceptibility in the expressions used to calculate the reference currents in order to achieve other objectives. In the case of the balanced positive-sequence control (BPSC) strategy, the goal is to inject into the grid a set of balanced sinusoidal currents with only positive-sequence components. This method can be useful if the quality of the currents injected becomes a preferential issue. Moreover, the balanced currents generated
by the BPSC strategy can be injected by using simple synchronous controllers, provided that the synchronization system is able to estimate accurately the phase angle of the positive-sequence component of the grid voltage.

The BPSC strategy calculates the active and reactive reference currents as

\[ i^*_p = G^+ v^+; \quad G^+ = \frac{P}{|v^+|^2} \]  
\[ i^*_q = B^+ v^+_\perp; \quad B^+ = \frac{Q}{|v^+|^2} \]

The current vectors of (10.70) and (10.71) consist of a set of perfectly balanced positive-sequence sinusoidal waveforms. Under unbalanced operating conditions, the instantaneous active and reactive power delivered to the grid will differ from \( P \) and \( Q \) because of the interaction between the positive-sequence injected current and the negative-sequence grid voltage, i.e.

\[ p = v \cdot i^*_p = v^+ \cdot i^*_p + v^- \cdot i^*_p \]  
\[ q = v_{\perp} \cdot i^*_q = v^+_\perp \cdot i^*_q + v^-_{\perp} \cdot i^*_q \]

where \( \tilde{p} \) and \( \tilde{q} \) are power oscillations at twice the fundamental utility frequency.

In the BPSC, both the instantaneous active and reactive powers will be affected by oscillations under unbalanced grid conditions, as demonstrated in (10.72) and (10.73). In the BPSC, the null value of either the \( P \) or \( Q \) set-point does not give rise to the cancellation of any power oscillation, which is a difference from previous strategies. On the other hand, this method is the only one that permits not only sinusoidal but also balanced currents to be obtained.

10.4.5 Performance of the IARC, PNSC, AARC and BPSC Strategies

The four strategies presented earlier to generate the reference currents are compared in this section by considering their implementation in a STATCOM; hence just reactive power will be injected into the grid by the power converter. A layout of the study case considered is depicted in Figure 10.15.

In the system of Figure 10.15, an unbalanced fault occurs at the electrical line in which the STATCOM is connected. The reference currents for the STATCOM set by the IARC, PNSC, AARC and BPSC strategies under such grid fault conditions will be presented in the following. Since only the performance of the reference currents is of interest in this simple example, it is assumed that the short-circuit power at the point of connection is much higher than the reactive power injected by the STATCOM. Therefore, it is assumed that the voltage at the point of connection is practically not affected by the current injected by the STATCOM.

For comparison purposes, the responses obtained with the four control strategies are shown in a single plot in Figure 10.16. The unbalanced grid voltages are shown in Figure 10.16(a). In the next two plots, Figures 10.16(b) and (c), the instantaneous active and reactive powers
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Figure 10.15 Layout of the study case considering a STATCOM application

Figure 10.16 Simulation of the IARC \((t = 0 \text{ to } t = 40 \text{ ms})\), PNSC \((t = 40 \text{ ms} \text{ to } t = 80 \text{ ms})\), AARC \((t = 80 \text{ ms} \text{ to } t = 120 \text{ ms})\) and BPSC \((t = 120 \text{ ms} \text{ to } t = 160 \text{ ms})\): (a) unbalanced voltage measurement, (b) injected reactive power, (c) delivered active power and (d) injected currents
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delivered to the grid are shown. Finally, the current waveforms obtained with each control strategy are depicted in Figure 10.16(d).

Between \( t = 0 \) and \( t = 40 \) ms the IARC strategy is applied, giving rise to flat instantaneous active and reactive powers while the currents obtained are highly distorted. After \( t = 40 \) ms the PNSC strategy is enabled. In this case, the reference currents consist on a set of unbalanced three-phase signals, but without harmonic distortion, as expected. Regarding the power behaviour, it is proven how the reactive power remains constant, while the active power presents oscillations around the zero mean value. The particular performance of the PNSC strategy in these specific conditions, where one of the power references is zero, has already been discussed in Section 10.4.2.

From \( t = 80 \) ms to \( t = 120 \) ms the current reference generator implements the AARC strategy. As can be seen in the figure, the obtained currents are again sinusoidal. Moreover, the maximum amplitude of these currents is lower than those obtained from the IARC and the PNSC strategies, keeping the same value of \( Q \). This feature points out that by means of using the AARC a higher value in the reactive power injected into the grid under unbalanced conditions can be reached, which is a remarkable advantage. Additionally, the instantaneous active power drawn by the AARC strategy is free of oscillations, which attenuates voltage fluctuations at the DC-bus of the STATCOM.

Finally, the behaviour of the BPSC is depicted at the end of the simulation plots, from \( t = 120 \) ms to \( t = 160 \) ms. In this case, since no negative-sequence components are injected into the grid, oscillations in both active and reactive power occur. However, this technique improves even more the advantages of the AARC regarding the reduction of the maximum current. It can be stated from Figure 10.16 that the BPSC is the one that gives rise to the lowest peak value in the injected current among all the four compared strategies, while injecting the same average reactive power set-point.

After evaluating the different strategies for determining the current reference under unbalanced grid conditions, it can be stated that the main concerns when calculating the current reference are focused on:

- the magnitude of the active power oscillations,
- the magnitude of the reactive power oscillations,
- the harmonic content of the signal to be injected.

The influence of these items in the proposed strategies has been summarized in Table 10.1.

In this table, the different active and reactive power injection combinations have been considered for all the strategies previously presented to determine the reference currents. Most

<table>
<thead>
<tr>
<th>Table 10.1</th>
<th>( P \neq 0; \bar{\rho} = 0 )</th>
<th>( Q \neq 0; \bar{\bar{q}} = 0 )</th>
<th>( P \neq 0; \bar{\bar{q}} = 0 )</th>
<th>( Q \neq 0; \bar{\rho} = 0 )</th>
<th>( I_{harm} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy</td>
<td>( Q' = 0 )</td>
<td>( Q' \neq 0 )</td>
<td>( P' = 0 )</td>
<td>( P' \neq 0 )</td>
<td>( Q' = 0 )</td>
</tr>
<tr>
<td>IARC</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>PNSC</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>AARC</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>BPSC</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>
of the columns in this table are focused on determining whether active or reactive power oscillations, \( \tilde{p} \) and \( \tilde{q} \), are produced, where Y and N stand for ‘yes’ and ‘no’ respectively. The \( I_{\text{harm}} \) column indicates whether the injected currents are polluted by harmonics or not.

It can be concluded from the presented analysis that the strategies that achieve better results regarding the power injection capability are mainly those that inject sinusoidal currents. However, Table 10.1 shows that these kinds of strategy give rise to power oscillations, and only for the PNSC and the AARC is it possible to find particular cases where these oscillations are cancelled. On the other hand, the IARC is the most advantageous strategy in terms of power controllability, but unfortunately permits the lowest amount of power injection under unbalanced conditions, while injecting the maximum amount of harmonics among the presented methods.

### 10.4.6 Flexible Positive- and Negative-Sequence Control (FPNSC)

In the strategies already presented in this chapter for determining the reference currents for the power converter under grid faults, the relationship between the positive- and negative-sequence components of such reference currents is set by the respective forming equation, which is mainly defined by the voltage vectors \( v^+ \) and \( v^- \). However, and taking advantage of the previous analysis, in the following it will be shown that it is possible to implement a method for adjusting, in a more flexible way, the relationship between the symmetrical components of the reference currents, giving rise to a more flexible strategy to calculate such references, namely the flexible positive- and negative-sequence control (FPNSC) strategy.

Expanding the principle introduced in Section 10.4.4, the instantaneous conductance, \( g \), can be divided into a positive-sequence and a negative-sequence conductance value, \( G^+ \) and \( G^- \).

Through this reasoning, the active reference current vector can be written as

\[
i_p^* = G^+ v^+ + G^- v^- \tag{10.74}
\]

As a difference from the BPSC strategy previously presented, this active power current also contains a negative-sequence component. If just either positive- or negative-sequence currents had to be injected, the value of \( G^+ \) and \( G^- \) would be found as

\[
G^+ = \frac{P}{|v^+|^2}; \quad G^- = \frac{P}{|v^-|^2} \tag{10.75}
\]

respectively. However, if the current injected into the grid to deliver a given active power \( P \) had to be composed by both sequence components simultaneously, it would be necessary to regulate the relationship between them in order to keep constant the total amount of active power delivered to the grid. In order to do that, a scalar parameter, \( k_1 \), regulates the contribution of each sequence component on the active reference currents in the form

\[
i_p^* = k_1 \frac{P}{|v^+|^2} v^+ + (1 - k_1) \frac{P}{|v^-|^2} v^- \tag{10.76}
\]

By means of regulating \( k_1 \) in (10.76) within the range from 0 to 1, it is possible to change the proportion in which the positive- and negative-sequence components of the active currents
injected into the grid participate in delivering a given amount of active power \( P \) to the grid. For instance, by making \( k_1 = 1 \), the same behaviour as that of the BPSC is obtained, while by making \( k_1 = 0 \), perfectly balanced negative-sequence currents will be injected into the grid to deliver the active power \( P \). In some special cases, \( k_1 \) might be out of the \([0, 1]\) range. In such cases, one of the sequence components of the injected currents would absorb active power from the grid, whereas the other sequence component would deliver as much active power as necessary to balance the system and make the total active power delivered to the grid equal to \( P \).

An analogous reasoning can be followed for finding the reference for the reactive currents, which can be calculated as

\[
i_q^* = k_2 \frac{Q}{|v|^2} v_+^* + (1 - k_2) \frac{Q}{|v|^2} v_-^*
\]

(10.77)

In this case, another scalar parameter, namely \( k_2 \), has been used to control the proportion between the positive- and the negative-sequence components in the reference currents and to inject a given reactive power \( Q \) into the grid.

Finally, after rearranging some terms, the reference currents provided to the current controller of the power converter can be found through the following expression:

\[
i^* = P \left( \frac{k_1}{|v|^2} \cdot v^* + \frac{(1 - k_1)}{|v|^2} \cdot v^- \right) + Q \left( \frac{k_2}{|v|^2} \cdot v_+^* + \frac{(1 - k_2)}{|v|^2} \cdot v_-^* \right)
\]

(10.78)

By means of changing the value of \( k_1 \) and \( k_2 \) in (10.78), the relationship between positive- and negative-sequence current components in both the active and the reactive currents can be easily modified. This feature is very interesting when the interaction between the power converter and the grid during faults is studied. For instance, the positive-sequence voltage component at the point of connection (PCC) of an inductive line will be boosted if some amount of reactive current is injected into the grid making \( k_2 = 1 \), as just positive-sequence reactive currents are injected. On the other hand, the negative-sequence voltage component at such PCC will be reduced if \( k_2 = 0 \), since just negative-sequence reactive currents are injected into the grid.

The performance of the instantaneous active power delivered to the grid when the FPNSC strategy is used to set the reference currents can be written as

\[
p = P + \bar{p}
\]

(10.79)

where both power components are given by

\[
P = \frac{P k_1}{|v|^2} \cdot v^* \cdot v^* + \frac{P (1 - k_1)}{|v|^2} \cdot v^- \cdot v^-
\]

(10.80)

\[
\bar{p} = \left( \frac{P k_1}{|v|^2} + \frac{P (1 - k_1)}{|v|^2} \right) v^* \cdot v^- + \left( \frac{Q k_2}{|v|^2} - \frac{Q (1 - k_2)}{|v|^2} \right) v_+^* \cdot v_-^*
\]

(10.81)

Although not presented in this chapter for simplicity reasons, similar conclusions can be found for the instantaneous reactive power components.
If the active power reference, $P$, is not null, the only way to cancel out the first term of the power oscillation $\tilde{p}$ in (10.81) is to make $k_1$ higher than 1, as shown in the following expression:

$$-P k_1 \frac{|v^+|^2}{|v^-|^2} \Rightarrow k_1 = \frac{|v^+|^2}{|v^+|^2 - |v^-|^2} \geq 1 \quad (10.82)$$

However, for any reactive power reference, $Q$, the cancellation of the second power oscillation $\tilde{p}$ term in (10.81) is feasible by setting a value for $k_2$ within the range $[0, 1]$, i.e.

$$Q k_2 \frac{|v^+|^2}{|v^-|^2} \Rightarrow k_2 = \frac{|v^+|^2}{|v^+|^2 + |v^-|^2} \leq 1 \quad (10.83)$$

This feature is interesting, even though not all the power oscillations might be eliminated because of some specific restriction set on the range of values for $k_1$ and $k_2$. It is worth pointing out that, by means of using (10.82) and (10.83), the FPNSC strategy would behave as the PNSC one. In the next sections other important aspects regarding the FPNSC strategy are discussed.

10.5 Flexible Power Control with Current Limitation

Despite the fact that the analysis of the reference current generation strategies discussed in this chapter has been mainly centred on the performance of each proposal regarding the injection of active and reactive powers into the network, a detailed study focused on the performance of the currents associated with each strategy is also necessary.

As stated in the previous section, several of the proposed strategies refer to the injection of unbalanced currents through the power converter. As a consequence, the instantaneous value of these currents may be different from phase to phase in some cases. Under such conditions, accurate control of the power converter is necessary in order to avoid an undesired trip, since an overcurrent in any of the phases of the power converter usually results in the instantaneous disconnection of the system from the network.

Therefore, controlling the performance of the currents injected into the grid is a mandatory issue that should be considered when designing control strategies for grid-connected power converters operating under unbalanced grid voltage conditions. Controlling the power converter in such a way that any phase current never exceeds a given instantaneous admissible limit permits:

- LVRT capabilities under unbalanced grid faults to be achieved,
- the integrity of the power converter to be protected,
- the $P$ and $Q$ injection according to the converter rating to be maximized,
- participation in the mitigation of the grid voltage unbalance.

Nevertheless, the relationship between the power delivered by the converter and the associated currents depends strongly on the selected power strategy. Hence, there is not a standard expression for calculating the maximum value of the currents for all the power control strategies discussed previously. Depending on the intended objective, i.e. the cancellation of active power oscillations, the cancellation of both active and reactive power oscillations or the reduction of harmonic currents injection, the expression for finding the maximum peak value
in the phase currents will be different. As a consequence, each technique requires a specific analysis, something that cannot be afforded in the scope of this chapter for all the previously presented strategies for reference current generation.

In this section, however, a method for determining the maximum peak value of the currents injected by the power converter into the phases of the three-phase system, as well as the maximum active and reactive power set-points that give rise to such currents, will be presented for the FPNSC strategy.

10.5.1 Locus of the Current Vector under Unbalanced Grid Conditions

Considering the definition of the FPNSC given in the previous section, the reference current obtained with this strategy can be split into an active current term, $i^*_p$, and a reactive current term, $i^*_{q}$, as follows:

$$i^* = P \left( \frac{k_1}{|v^+|^2} \cdot v^+ + \frac{(1 - k_1)}{|v^-|^2} \cdot v^- \right) + Q \left( \frac{k_2}{|v^+|^2} \cdot v^+ + \frac{(1 - k_2)}{|v^-|^2} \cdot v^- \right)$$  \hspace{1cm} (10.84)

Considering the injection of a certain value of $P$ and $Q$ under steady-state grid voltage unbalanced conditions, with a fixed set of parameters $k_1$ and $k_2$, the instantaneous values of $v^+$, $v^-$, $v^\perp_+$ and $v^\perp_-$ in (10.84) are multiplied by constant factors, namely $C_1$, $C_2$, $C_3$ and $C_4$, to simplify formulation, i.e.

$$i^* = C_1 \cdot v^+ + C_2 \cdot v^- + C_3 \cdot v^\perp_+ + C_4 \cdot v^\perp_-$$  \hspace{1cm} (10.85)

where

$$C_1 = \frac{Pk_1}{|v^+|^2}; C_2 = \frac{P (1 - k_1)}{|v^-|^2}; C_3 = \frac{Qk_2}{|v^+|^2}; C_4 = \frac{Q (1 - k_2)}{|v^-|^2}$$  \hspace{1cm} (10.86)

As the equations that permit calculating $i^*_p$ and $i^*_q$ can be developed considering a stationary $\alpha\beta$ reference frame, their evolution can be graphically described in these coordinates, in the same way as the voltage vector, $v$, was presented in Figure 8.2(a) in Chapter 8. In that chapter, it was demonstrated that the addition of a positive-sequence voltage vector, $v^+$, and a negative-sequence voltage vector, $v^-$, results in a ellipse in the $\alpha\beta$ domain. Therefore, the addition of $C_1 \cdot v^+$ and $C_2 \cdot v^-$ will give rise as well to an ellipse for $i^*_p$. Likewise, the same can be concluded for $C_3 \cdot v^\perp_+$ and $C_4 \cdot v^\perp_-$, which will generate the $i^*_q$ ellipse. An example of the graphical loci for both $i^*_p$ and $i^*_q$ have been depicted in Figure 10.17 for a generic case.

The active current ellipse of Figure 10.17(a) will be aligned with the locus of $v$. The values of the constant terms $C_1$ and $C_2$ will just scale it. Likewise, the same can be concluded for the reactive current ellipse in Figure 10.17(b), which is $90^\circ$ shifted and aligned with the in-quadratue components of the voltage $v^\perp$. 
Once the loci of $i_p^*$ and $i_q^*$ have been depicted, their addition will permit the locus of $i^*$ to be obtained, as shown in Figure 10.18.

For the sake of clarity, the influence of the positive and negative sequence phase of the voltage, $\phi^+$ and $\phi^-$, was not considered in the locus description of Figure 10.18. However, both angles have a significant influence on the evolution of $i^*$. If $\phi^+ = \phi^-$, the $\alpha\beta$ representation of $i_p^*$ is an ellipse whose focus is aligned with the $\alpha$ axis, while $i_q^*$ results in an orthogonal ellipse centred on the $\beta$ axis. On the other hand, if $\phi^+ \neq \phi^-$, the main ellipses $i_p^*$ and $i_q^*$ are

![Figure 10.18](image_url)

Figure 10.18  Locus of the resulting current $i^* = i_p^* + i_q^*$
not aligned with the $\alpha\beta$ axis, but shifted a certain angle, $\delta$. This angle can be calculated as the difference between the absolute value of the positive and negative phase angles divided by two, i.e.

$$\delta = \frac{|\phi^+| - |\phi^-|}{2}$$  \hspace{1cm} (10.87)

In Figure 10.19 the shape of the evolution of $i^*$, $i^*_p$ and $i^*_q$ are displayed considering $\phi^+ = \pi/6$ and $\phi^- = 0$.

### 10.5.2 Instantaneous Value of the Three-Phase Currents

The analysis performed above, regarding the evolution of the current vector on the $\alpha\beta$ reference frame, is useful to find an expression that permits the instantaneous value of its $\alpha\beta$ components to be determined. However, it is first necessary to introduce some changes in their current formulation.

The active current ellipse, shown in Figure 10.17(a), can be mathematically defined on the $\alpha\beta$ coordinates as

$$i^*_p = \begin{bmatrix} i^*_{p\alpha} \\ i^*_{p\beta} \end{bmatrix} = \begin{bmatrix} I_{pl} \cos \omega t \\ I_{ps} \sin \omega t \end{bmatrix}$$  \hspace{1cm} (10.88)

where $I_{pl}$ and $I_{ps}$ are the modulus of two rotating vectors, with $I_{pl}$ equal to the value of the large axis of the $i^*_p$ ellipse while $I_{ps}$ is the magnitude of its short axis. As written in (10.88), the $\alpha\beta$ components of the ellipse can be found as the horizontal and vertical projections of the large and short vectors respectively, for each value of the angle $\omega t$. The graphical representation of this concept is depicted in Figure 10.20(a).
Figure 10.20  (a) Graphical representation of $i_{pu}^*$ and $i_{pd}^*$ (b) Resulting active current ellipse, $i_p^*$.

The values of both $I_{pL}$ and $I_{pS}$, can be found through the following equations:

$$I_{pL} = P \left( \frac{k_1}{|v^+|} + \frac{(1 - k_1)}{|v^-|} \right)$$  \hspace{1cm} (10.89)
$$I_{pS} = P \left( \frac{k_1}{|v^+|} - \frac{(1 - k_1)}{|v^-|} \right)$$  \hspace{1cm} (10.90)

Following the same reasoning, the reactive current ellipse can also be expressed in this alternative way. However, in this case it must be taken into account that the origin of the angle $\omega t$ is aligned with the $\beta$ axis. Hence, the components in the $\alpha\beta$ axis for $i_q^*$ can be written as

$$i_q^* = \begin{bmatrix} i_{qa}^* \\ i_{qb}^* \end{bmatrix} = \begin{bmatrix} -I_{qS} \sin \omega t \\ I_{qL} \cos \omega t \end{bmatrix}$$  \hspace{1cm} (10.91)

The resulting reactive current ellipse when applying (10.91) is depicted in Figure 10.20(b). In this case, the value of the long and short axes of the ellipse can be found as

$$I_{qL} = Q \left( \frac{k_2}{|v^+|} + \frac{(1 - k_2)}{|v^-|} \right)$$  \hspace{1cm} (10.92)
$$I_{qS} = Q \left( \frac{k_2}{|v^+|} - \frac{(1 - k_2)}{|v^-|} \right)$$  \hspace{1cm} (10.93)

Finally, the instantaneous $\alpha\beta$ components of the reference current vector $i^*$, which considers the effect of both the active and the reactive currents, can be found by means of adding (10.88)
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(10.91) results in the expression

\[ i^* = i_p^* + i_q^* = \begin{bmatrix} i_{p}^* \\ i_{q}^* \end{bmatrix} = \begin{bmatrix} I_{pL} \cos \omega t - I_{qS} \sin \omega t \\ I_{pS} \sin \omega t + I_{qL} \cos \omega t \end{bmatrix} \]  \hfill (10.94)

The \( \alpha \beta \) components in (10.94) can be rewritten and simplified as shown in the following:

\[ i_{p}^* = k_{\alpha} \cos(\omega t + \theta_\alpha); \quad k_{\alpha} = \sqrt{I_{pL}^2 + I_{qL}^2}; \quad \theta_\alpha = \tan^{-1}\left(\frac{I_{qS}}{I_{pL}}\right) \]  \hfill (10.95)

\[ i_{q}^* = k_{\beta} \sin(\omega t + \theta_\beta); \quad k_{\beta} = \sqrt{I_{qL}^2 + I_{pS}^2}; \quad \theta_\beta = \tan^{-1}\left(\frac{I_{pL}}{I_{qL}}\right) \]  \hfill (10.96)

By means of these last expressions, the instantaneous values of the three-phase currents to be injected into the grid by the power converter, expressed on the \( \alpha \beta \) reference frame, can be found.

### 10.5.3 Estimation of the Maximum Current in Each Phase

Once the expressions to determine the instantaneous evolution of the currents on the \( \alpha \beta \) reference frame have been found, the next step is to determine the value of the peak current at each phase, in order to find out which phase will be limiting the injection of power into the network as a function of the specific unbalanced grid conditions. Moreover, the main purpose of the technique presented in this section is not just to estimate the value of the peak currents injected in the three phases of the grid, but also to deduct an expression that allows setting the active and reactive powers set-points while considering the ratings of the power converter, the grid conditions and the control parameters.

As shown in Figure 10.21, the reference for the current vector resulting from the FP-NSC strategy, \( i^* \), describes an ellipse in the \( \alpha \beta \) reference frame. Taking advantage of this
representation, the maximum current at each phase of the three-phase system, \( I_a, I_b \) and \( I_c \) can be calculated by finding the maximum projection of the current ellipse on the \( abc \) axis, as graphically shown in Figure 10.21.

Considering that phase \( a \) of the system is aligned with the \( \alpha \) axis, the peak value of the current in this phase, \( \hat{I}_a \), is equal to the maximum value of the \( i^*_a \) component. Considering the expression written in (10.95), which permits the instantaneous value of \( i^*_a \) to be found, it can be concluded that the maximum value of this component arises when the trigonometric term is equal to one. Therefore, the maximum value of \( i^*_a \) can be found as

\[
\hat{I}_a = \sqrt{I_{pL}^2 + I_{qS}^2} \cos \left( \omega t + \tan^{-1} \left( \frac{I_{qS}}{I_{pL}} \right) \right) \Rightarrow \hat{I}_a = \sqrt{I_{pL}^2 + I_{qS}^2}.
\] (10.97)

and hence, as stated previously, \( \hat{I}_a = \hat{I}_a \).

The same method can be used as well for finding \( \hat{I}_b \) and \( \hat{I}_c \). Nevertheless, both maximum currents on the \( abc \) reference frame depend upon \( \alpha \) and \( \beta \) components, hence determining their value is not as straightforward. However, if the resulting ellipse of Figure 10.21 is rotated in such a way that the expressions giving \( \hat{I}_b \) and \( \hat{I}_c \) have only a single component on the \( \alpha \) axis, the expression for finding \( \hat{I}_a \) could be applied to determine the values of \( \hat{I}_b \) and \( \hat{I}_c \) as well. Thus, the maximum for \( \hat{I}_b \) can be found by leading the original ellipse \( \pi/3 \) rad. Under these conditions, the maximum value in the \( \alpha \) axis is equal to \( \hat{I}_b \). Likewise, \( \hat{I}_c \) can be found in an analogous way, but lagging the ellipse \( -\pi/3 \) rad.

The mechanism for rotating the ellipse in the \( \alpha \beta \) reference frame can be made by using the following rotation matrix:

\[
i^* = \begin{bmatrix} i^*_{\alpha} \\ i^*_{\beta} \end{bmatrix} = \begin{bmatrix} \cos \gamma & -\sin \gamma \\ \sin \gamma & \cos \gamma \end{bmatrix} \begin{bmatrix} k_a \cos (\omega t + \theta_a) \\ k_b \sin (\omega t + \theta_b) \end{bmatrix}
\] (10.98)

In this equation, \( \gamma \) is the angle to be rotated, while the new components of the rotated ellipse are \( i^*_{\alpha} \) and \( i^*_{\beta} \). The value of \( \gamma \) is different depending on phase \( a, b \) or \( c \). Considering the general case, where \( \phi^+ \neq \phi^- \), as in Figure 10.19, \( \gamma \) is equal to \( \delta \) for phase \( a \), while for phases \( b \) and \( c \) an additional \( \pi/3 \) and \( -\pi/3 \) angle should be added respectively. In a nutshell, the corresponding \( \gamma \) angles for each phase are

\[
\begin{align*}
\hat{I}_a &= \hat{I}_a (\gamma = \delta) \\
\hat{I}_b &= \hat{I}_a (\gamma = \delta + \pi/3) \\
\hat{I}_c &= \hat{I}_a (\gamma = \delta - \pi/3)
\end{align*}
\] (10.99)

where \( \delta \) is the angle defined by (10.87). Once the ellipse is properly rotated, only the maximum value of the current on the \( \alpha \) axis is of interest, as the maximum on this axis is equal to the
peak value of the phase current. For this reason only this component will be analyzed in the following. By means of expanding (10.98), \( i^\alpha \) can be rewritten as

\[
i^\alpha = k_\alpha \cos \gamma (\cos o_1 \cos \theta_\alpha - \sin o_1 \sin \theta_\alpha) - k_\beta \sin \gamma (\sin o_1 \cos \theta_\beta + \cos o_1 \sin \theta_\beta)
\]  

(10.100)

Regrouping (10.100) as sine and cosine terms, the following expression can be found:

\[
i^\alpha = A_1 \cos o_1 + B_1 \sin o_1
\]  

(10.101)

where

\[
A_1 = (k_\alpha \cos \gamma \cos \theta_\alpha - k_\beta \sin \gamma \sin \theta_\beta) \\
B_1 = (-k_\alpha \cos \gamma \sin \theta_\alpha - k_\beta \sin \gamma \cos \theta_\beta)
\]  

(10.102)

Moreover, the values of \( A_1 \) and \( B_1 \) can be further simplified, obtaining

\[
A_1 = I_{pL} \cos \gamma - I_{qL} \sin \gamma \\
B_1 = -I_{qS} \cos \gamma - I_{pS} \sin \gamma
\]  

(10.103)

where the values of \( I_{pL}, I_{pS}, I_{qL}, \) and \( I_{qS} \) are detailed in (10.89), (10.90), (10.92) and (10.93).

Finally, the maximum value on the \( \alpha \) axis of (10.101) can be written as

\[
I^\alpha = \sqrt{A_1^2 + B_1^2}
\]  

(10.104)

As a conclusion of the study carried out until this point, the value of the peak currents injected in each phase, for given grid voltage and power conditions, can be determined by using the expressions shown in the Table 10.2.

According to (10.104) the square value of the maximum current, \( I^\alpha \), of each phase is equal to

\[
(I^\alpha)^2 = A_1^2 + B_1^2
\]  

(10.105)

<table>
<thead>
<tr>
<th>Table 10.2</th>
<th>Peak values for the three-phase injected currents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase</td>
<td></td>
</tr>
<tr>
<td>( I_a )</td>
<td>( \gamma = \frac{</td>
</tr>
<tr>
<td>( I_b )</td>
<td>( \gamma = \frac{</td>
</tr>
<tr>
<td>( I_c )</td>
<td>( \gamma = \frac{</td>
</tr>
</tbody>
</table>
By writing \( \hat{I}_\alpha \) as simply \( \hat{I} \), denoting the maximum current admissible by the power converter, and expanding (10.105), the following expression can be written:

\[
\hat{I}^2 = P^2 \left[ \frac{k_1^2 \cdot |v^+|^2 + (1-k_1)^2 \cdot |v^-|^2 + 2k_1 (1-k_1) \cos 2\gamma \cdot |v^+| \cdot |v^-|}{|v^+|^2 \cdot |v^-|^2} \right] \\
+ Q^2 \left[ \frac{k_2^2 \cdot |v^+|^2 + (1-k_2)^2 \cdot |v^-|^2 - 2k_1 (1-k_2) \cos 2\gamma \cdot |v^+| \cdot |v^-|}{|v^+|^2 \cdot |v^-|^2} \right] \\
- PQ \left[ \frac{(2k_1 + 2k_2 - 4k_1 k_2) \cdot |v^+| \cdot |v^-| \cdot \sin 2\gamma}{|v^+|^2 \cdot |v^-|^2} \right] \\
(10.106)
\]

The peak current for each phase, given by \( \hat{I} \), can take three values, one for each phase, matching the three possible values of the angle \( \gamma \) according to (10.99).

The equation shown in (10.106) is a key expression, as it permits an estimation to be made of the maximum value of the current that will arise at each phase under given grid conditions, active and reactive powers references and control parameters selection, when implementing the FPNSC strategy. It will be shown in the next section that this expression also allows determination of the maximum active and reactive powers that can be delivered to the grid by the power converter, under generic grid voltage conditions, without reaching the maximum admissible current in any of its phases.

### 10.5.4 Estimation of the Maximum Active and Reactive Power Set-Point

In the previous sections, the equations of the FPNSC current strategy have been presented. Moreover, the analytical relationship between the maximum current, the grid voltage components and the control parameters have been determined. Hence, now it is possible to estimate easily the maximum currents that will be obtained in the three phases of the power converter under different operating conditions.

In PV and WT generators, a high-level control layer is normally responsible for setting the reference for the active and reactive powers to be delivered by the power converter. Therefore, it is very important to find an expression that allows setting the maximum active and reactive power set-points that can be provided by the power converter, without exceeding its nominal current ratings, when it works under unbalanced grid voltage conditions.

In the following, two practical cases will be presented:

1. Simultaneous active and reactive power delivery. The power converter should deliver a given amount of active power and maximize the injection of reactive power, and vice versa.
2. Injection of maximum reactive power. The power converter should inject the maximum amount of reactive power to boost the voltage at the PCC under unbalanced grid voltage conditions.
10.5.4.1 Simultaneous Active and Reactive Power Delivery

Equation (10.107) can be found by operating the expression shown in (10.106). This expression allows the power developed by a power converter to be maximized, while both active and reactive powers should be delivered, being one of those two power magnitudes given as a reference and having to calculate the maximum magnitude for the other power term, without overpassing in any of the phases the maximum instantaneous current that can be drawn by the power converter:

\[
0 = Q^2 \left[ k_2^2 \cdot \left| v^- \right|^2 + (1 - k_2)^2 \cdot \left| v^+ \right|^2 - 2k_2 (1 - k_2) \cos 2\gamma \cdot \left| v^+ \right| \cdot \left| v^- \right| \right]
- PQ \left[ (2k_1 + 2k_2 - 4k_1k_2) \cdot \left| v^+ \right| \cdot \left| v^- \right| \sin 2\gamma \right]
+ P^2 \left[ k_1^2 \cdot \left| v^- \right|^2 + (1 - k_1)^2 \cdot \left| v^+ \right|^2 + 2k_1 (1 - k_1) \cos 2\gamma \cdot \left| v^+ \right| \cdot \left| v^- \right| \right]
- F^2 \cdot \left| v^+ \right|^2 \cdot \left| v^- \right|^2
\]

(10.107)

As an example, when the active power to be delivered is set to \( P^* \), the reactive power can be found by solving the following equation:

\[
0 = Q^2 \left[ k_2^2 \cdot \left| v^- \right|^2 + (1 - k_2)^2 \cdot \left| v^+ \right|^2 - 2k_2 (1 - k_2) \cos 2\gamma \cdot \left| v^+ \right| \cdot \left| v^- \right| \right]
- \underbrace{a}_{PQ^*} \left[ (2k_1 + 2k_2 - 4k_1k_2) \cdot \left| v^+ \right| \cdot \left| v^- \right| \sin 2\gamma \right]
+ \underbrace{b}_{P^2} \left[ k_1^2 \cdot \left| v^- \right|^2 + (1 - k_1)^2 \cdot \left| v^+ \right|^2 + 2k_1 (1 - k_1) \cos 2\gamma \cdot \left| v^+ \right| \cdot \left| v^- \right| \right]
- c \cdot F^2 \cdot \left| v^+ \right|^2 \cdot \left| v^- \right|^2
\]

(10.108)

and

\[
0 = aQ^2 + bQ + c
\]

(10.109)

The resolution of this system gives rise to three possible solutions, since the angle \( \gamma \) can take three different values, as indicated in the Table 10.2. Between these three values the minimum one should be selected in order to give the final set-point for the power converter, i.e. \( P = P^* \) and \( Q = Q_{\text{min}} (I^*, P^*) \).

In an analogous way, the same reasoning can be followed when the reactive power set-point is given as a reference and the maximum active power to be delivered should be calculated, without triggering the overcurrent protection in any of the phases.

10.5.4.2 Injection of Maximum Reactive Power

In this case, the objective is to inject into the grid the highest amount of \( Q \), while setting the active power reference equal to zero, without exceeding the maximum current admitted by the power converter in any of the phases. Considering these constraints and operating (10.106),
the following expression can be found, which allows calculation of the maximum value for the
reactive power to be injected, $Q$, as a function of the sequence components of the grid voltage,
the control parameters and the limit current in any of the phases of the power converter:

$$Q = \sqrt{\frac{\hat{I}^2 \cdot |v^+|^2 \cdot |v^-|^2}{k_2^2 \cdot |v^-|^2 + (1-k_2)^2 \cdot |v^+|^2 - 2k_2 (1-k_2) \cos 2\gamma \cdot |v^+| \cdot |v^-|}}$$

The value of $\hat{I}$ in (10.110) can be changed according to the capability of the converter to
withstand transient overcurrents.

Considering that $\gamma$ can take three possible values, as shown in the Table 10.2, the expressions
(10.110) will give rise to three different values for $Q$. Therefore, the final set-point for reactive
power should be the minimum of the three possible values obtained by operating (10.110).
This minimum value will limit the maximum reactive power injected by the power converter,
for over this value of $Q$ single-phase currents will trigger the overcurrent protection.

### 10.5.5 Performance of the FPNSC

This section presents the performance of the FPNSC strategy to generate the reference currents
for the power converters in a small power plant. In this application example, the power plant
has been modelled by using an aggregated model of its generators. Therefore, the whole power
plant has been modelled as a 10 MVA power converter connected to the grid. The electrical
network considered in this study case is shown in Figure 10.22.

In this network the unbalanced voltage at the PCC of the power converter arises due to
the occurrence of a phase-to-ground fault at the overhead line $L_2$. After passing through two
transformers, this kind of single-phase fault becomes a type D voltage sag at BUS 2.

The 10 MVA power converter will inject only reactive power into the network during the
fault. The FPNSC strategy allows adjustment of the values of the $k_1$ and $k_2$ parameters to
set the ratio between the positive- and negative-sequence currents for given values of active
and reactive powers delivered to the grid. However, the parameter $k_1$ can be discarded in this
study case, since it only affects the active currents, which are considered equal to zero in this
application, since only reactive currents should be injected into the grid.

The value of $k_2$ plays an important role in this study case, as it permits setting the perform-
ance, in term of sequence components, of the reactive currents injected into the grid.

![Figure 10.22](image-url) Layout of the study case for evaluating the FPNSC strategy.
Although the parameter $k_2$ can take different values, just three cases in the range of [0,1] will be considered in this example:

- Case A. Injection of positive-sequence reactive power ($k_2 = 1$). Grid voltage support.
- Case B. Injection of negative-sequence reactive power ($k_2 = 0$). Grid voltage unbalance compensation.
- Case C. Injection of simultaneous positive- and negative-sequence reactive power ($0 < k_2 < 1$). Cancellation of active power oscillations.

In addition to implementation of these three strategies for generating the reference currents in the system of Figure 10.22, the control algorithm also contains the equations for limiting the maximum reactive power to be injected by the power converter in order not to trip the overcurrent protection in any of the phases.

However, in order to make visible the influence of the FPNSC strategy, a particular sequence will be applied to control the power converter in all the cases. Figure 10.23 shows a diagram with the time sequence of the events considered in this study case, as well as operation of the power converter in each period.

According to the time sequence shown in Figure 10.23, the power converter injects a certain amount of active and reactive powers into the network at $t = 0$. After 400 ms, the unbalanced fault occurs. However, the control mode of the converter does not change until $t = 500$ ms, where the FPNSC is applied.

It should be pointed out that the following simulation results have been obtained working with a realistic weak grid model, with a short-circuit ratio in the range of 4.5. Therefore, the appearance of the fault will give rise not only to unbalance voltage components but also to

![Figure 10.23](image-url) Control sequence of the power converter during the fault for different control strategies
transient oscillations in the voltage, which are produced mainly by the dynamical response of the weak electrical network. Regarding the operation of the power converter, it should be mentioned that a current control structure based on resonant controllers have been implemented in this study case.

10.5.5.1 Case A. Injection of Positive-Sequence Reactive Power

In the first simulation test, case A, the FPNSC is controlled in order to inject the highest positive-sequence reactive current that the power converter is able to deliver. The plot of Figure 10.24(a) shows the value of the grid voltage at BUS 1. On the other hand, the plot of Figure 10.24(b) shows the performance of the grid voltage at the output of the power converter, BUS 2, which is divided into its positive- and negative-sequence at the plot of Figure 10.24(c). The instantaneous active and reactive powers delivered to the grid are shown in the plot of

![Figure 10.24](image)

Figure 10.24 Positive-sequence $Q$ injection during the unbalanced sag type D fault ($k_2 = 1$): (a) grid voltage at the fault point, (b) grid voltage at the power converter, (c) positive and negative voltage sequences at the power converter, (d) instantaneous active–reactive power delivered by the converter and (e) currents injected by the converter
Figure 10.24(d). Finally, the currents injected by the converter are shown in the plot of Figure 10.24(e). In this last plot, the two black dashed lines represent the maximum current that can be injected by the converter according to its nominal ratings.

Figure 10.24 shows how the full injection of positive-sequence reactive current during the fault permits boosting the voltage at the point of connection of the power converter, and hence supporting the grid during the fault. As shown in the plot of Figure 10.24(c), the positive-sequence voltage at BUS 2 increases from 0.4835 kV to 0.5337 kV. On the other hand, the negative sequence is not affected, as no negative-sequence reactive current is injected in this case.

The plot of Figure 10.24(d) shows the oscillations in the active and reactive powers, which is produced by the interaction between the positive-sequence currents and the negative-sequence voltages that exist in the grid during the unbalanced voltage sag.

One of the most relevant conclusions that can be obtained from this study case is reflected in the plot of Figure 10.24(e). At \( t = 400 \text{ ms} \), the voltage sag occurs but the FPNSC, together with the embedded current limitation algorithm, is not still enabled. At this time, the reference currents are generated by a control algorithm that is focused on generating a set of positive-sequence reference currents to maintain the prefault power delivery. Since the amplitude of the grid voltage decreased during the grid fault, the reference currents provided to the current controller by such an algorithm overpasses the limit value. At \( t = 500 \text{ ms} \), the FPNSC, together with the embedded current limitation algorithm, is activated, which makes the currents remain below the maximum admissible value, while the maximum reactive power is injected into the grid.

10.5.5.2 Case B. Injection of Negative-Sequence Reactive Power

In the second experiment, case B, the injection of only negative-sequence reactive current has been considered \( (k_2 = 0) \). The performance of the different electrical variables in this case is shown in Figure 10.25. As in the previous case, between \( t = 0 \text{ s} \) and \( t = 500 \text{ ms} \), the control strategy that operates the power converter is focused on delivering a certain active and reactive power set-point by injecting positive-sequence currents. After that, the FPNSC is enabled at \( t = 500 \text{ ms} \).

In this study case, due to the injection of balanced negative-sequence currents, the voltage at BUS 2 becomes almost balanced. This effect can be clearly noticed in the voltage waveforms shown in the plot of Figure 10.25(b). This improvement in the voltage balance is due to the reduction in the negative-sequence voltage at BUS 2. However, this feature is even more noticeable in the plot of Figure 10.25(c), where it can be appreciated how the value of \( |v^-| \) goes down from 0.1272 kV to 0.02964 kV.

As a difference from the previous case, the value of \( |v^+| \) drops a bit when the FPNSC is enabled. However, this is not due to the injection of negative-sequence currents, but to the cancellation of the injection of positive-sequence active current into the weak grid at \( t = 500 \text{ ms} \), which was boosting the positive-sequence voltage at the point of connection of the power converter.

Oscillations in the instantaneous active and reactive powers when using the FPNSC strategy with \( k_2 = 0 \) are specially relevant, as shown in Figure 10.25(d). In this operation mode, as the magnitude of both \( v^+ \) and \( i^- \) are quite high, the oscillations are also important. Nevertheless, this is the price to be paid when using a power strategy focused on balancing the grid voltage at the PCC.
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Figure 10.25 Negative-sequence $Q$ injection during the unbalanced sag type D fault ($k_2 = 0$): (a) grid voltage at the fault point, (b) grid voltage at the power converter, (c) positive and negative voltage sequences at the power converter, (d) instantaneous active–reactive power delivered by the converter and (e) currents injected by the converter

In the plot of Figure 10.25(c), the current waveforms are displayed, showing again the capability of the FPNSC for limiting the currents injected by the converter below a given limit.

10.5.5.3 Case C. Injection of Simultaneous Positive- and Negative-Sequence Reactive Power

In order to show the performance of the FPNSC strategy when both positive- and negative-sequence reactive currents are injected into the grid, the plots of Figure 10.26 show the effect of injecting the maximum amount of reactive power into the grid when the parameter $k_2$ linearly varies from 1 to 0 under unbalanced grid voltage conditions. When the FPNSC strategy is started at $t = 500$ ms, the change in $k_2$ gives rise to a linear variation of the symmetrical components of the voltage at the point of connection of the power converter. This can be
noticed in the plots of Figures 10.26(b) and (c). It can be concluded from this figure that the higher the value of $k_2$ the better for boosting the $|v^+|$ value, while reducing it contributes to attenuation of $|v^-|$. One interesting feature in this study case to be stressed is the cancellation of the active power oscillation for a certain value of $k_2$. This point, which is highlighted in the plot of Figure 10.26(d), can be found as a function of $|v^+|$ and $|v^-|$, as shown in (10.83).
10.6 Summary

The occurrence of unbalanced grid faults gives rise to the appearance of negative-sequence voltages in the network that may affect the operation of grid-connected power converters. As presented in this chapter, implementation of specific control structures, able to deal with the injection of both symmetrical components of the current under unbalanced grid voltage conditions, is a key issue.

In the framework of this chapter, different control structures oriented to achieve independent control in the injection of positive- and negative-sequence currents have been presented. Among the different controllers addressed in this chapter, those based on the implementation of decoupling concepts have been studied in more detail.

On the other hand, the interaction of the symmetrical components produces active and reactive power oscillations at the output of the converter, which should be carefully controlled. In order to overcome this drawback, several strategies for creating the current reference to be tracked by the controller, in order to manage the $P$ and $Q$ oscillations in different ways, have been discussed.

As shown in this chapter, the behaviour of the currents depends on the selected strategy, but the major part of them gives rise to unbalanced current references and even distorted signals in some cases. This feature introduces an additional issue in the operation of grid-connected power converters, which is the control of the maximum current drawn at the output, which should be limited in order not to exceed the converter’s nominal value. Moreover, the control of these currents should be carried out through the calculation of power references that consider the maximum current injection as a constraint. A detailed study has been performed for the most generalized structure presented in the chapter, the FPNSC.

Despite the fact that the presented methods can be extended, considering other control constraints, and also new ones can be proposed, the presented strategies have pointed out the main issues in the operation of grid-connected converters under grid unbalanced conditions, which are mainly related to the structure of the current controllers and the calculation of current reference, as a function of the desired power delivery performance and the ratings of the converter.
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Grid Filter Design

11.1 Introduction

The role of the grid filters in VSC-based grid converter operation is twofold. On one side the grid filter should have a dominant inductive behaviour to guarantee the proper operation of the voltage source converter if connected to a voltage source type system such as the utility grid. In this sense grid converters replicate the well-known behaviour of synchronous generators and of transmission lines where the control of active and reactive power exchange is related to the control of phase and magnitude of the electromagnetic force. On the other side, VSC-based grid converters generate PWM carrier and side-band voltage harmonics. These voltages may lead to current flowing into the grid, which can disturb other sensitive loads/equipment and increase losses if proper grid filters are not adopted to prevent them flowing. A grid filter made by a simple inductor is the simplest solution to comply with the two aforementioned requirements.

For applications around and above several hundreds of kW, like the wind turbine systems, the switching frequency is low, to limit losses. Hence to attenuate the harmonics in the current enough to meet the demands of standards and grid codes the use of a high value of input inductance could be not enough alone (Figure 11.1) and it becomes quite expensive to realize higher value filter reactors and sometimes also the encumbrance of the inductor could be an issue [1]. Moreover, the system dynamic response may become poorer.

For applications around a few kW, like the most widespread photovoltaic systems, the switching frequency is higher. Hence even smaller inductors could help in meeting the requirements, but the encumbrance of the inductors is certainly an issue since the converter and its passive elements are integrated.

At a system level, like in the case of wind or photovoltaic parks, the main concern is related to the disturbances produced by some specific harmonics. Hence a possibility is to use a bank of tuned LC trap filters, which have the advantage to stop specific harmonics that could deteriorate the voltage quality.

However, typically standards and grid codes recommend compliance with limitations that are very stringent for frequencies above a certain threshold. Hence a low-pass filter attenuation is needed and the preferred solution becomes the use of high-order filters like LCL, which provide 60 dB per decade attenuation for the PWM carrier and side-band voltage harmonics.
With this solution, optimum results can be obtained using quite small values of inductors and capacitors [2, 3].

A further issue for a VSC is high-frequency EMI (differential mode and common mode) [4], which needs specific filters in frequency ranges above 150 kHz and rated at lower power levels. Of course an LCL filter that is effective in the reduction of switching frequency harmonics may also be effective for differential mode EMI if the filter inductors are built using chokes that can mitigate high frequency (using ferrite cores, for example). Similarly for common mode EMI, a common mode inductor could be included in the differential mode filter as suggested in reference [5]. However, conducted EMI is a very complex problem: depending on the frequency range it needs different solutions and specific designed filters. Hence, even if filter integration is feasible in some cases, the use of one filter over a wide frequency range is often too expensive since the same reactive element must be designed to work over different frequency ranges and at different power levels.

A good criterion to choose filter parameters is to limit the size of the installed reactive elements (these can result in a poor power factor) and the power losses (due to the passive damping required to avoid resonance).

Hence in this chapter some design considerations on the filter are carried out, after having first reviewed the main filter topologies. Then the problems arising from the interaction with the grid and damping solutions are discussed. Finally, the possible nonlinear behaviour of the filter (mainly due to saturation) is discussed.

### 11.2 Filter Topologies

As already pointed out in the introduction, the two most adopted approaches to reduce PWM carrier and side-band harmonics are the use of a tuned LC filter (typically at a system level to meet requirements related to the voltage quality) or a low-pass LCL filter. In the first case a group of trap filters acts on selective harmonics that need to be reduced. This solution
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Figure 11.2  LCL filter (low-pass filter) and bank of LC filters (trap filters)

is particularly feasible for power converters switching at hundreds of Hz, producing PWM harmonics that are at a frequency so low that it is difficult to tune a low-pass filter like the LCL filter. This one acts on the whole harmonic spectrum and provides a 60 dB/dec attenuation after the resonance frequency. Hence the resonance frequency should be far enough from the switching frequency but not so much that it does not challenge the current control loop.

Figure 11.2 shows the two kinds of filter previously introduced. It is possible to have different kinds of trap filters (obtained with an inductor and a capacitor in parallel) and several other combinations of these two families of filters.

The design of the trap filter or of the part of the filter tuned to reduce a certain frequency can be developed on the basis of robustness considerations as described in reference [6]. On the other hand, the design of the low-pass LCL filter has some degree of freedom, as described in the following.

11.3 Design Considerations

The voltage source converter needs both AC and DC passive elements, as shown in Figure 11.3. The passive elements, such as capacitors or inductors have both storage and filtering functions.

The energy stored in the AC passive stage is usually less than 5% of all the energy stored. Thus the main storage element is the DC capacitor charged to a voltage that is able to ensure the basic function of the VSC: the VSC can control the AC current through the switching and by acting as the current source. Then through the AC current control, the VSC can change and control the DC value of the capacitor. Thus the filtering action, which is necessary because of the fast-switching PWM, is done both on the DC side and on the AC side. The passive elements are charged/discharged during the switching period, ensuring the smoothing of the AC currents and of the DC voltage. This filtering action is also the basis of the control performed.

Figure 11.3  Voltage source converter with a sketch of the desired grid current in phase with the grid voltage and of the desired DC voltage.
In fact, the dynamics of the AC current/DC voltage control depend on the time constants of the two filtering stages. Generally, the overall design, which should include filtering and control issues, is a trade-off between a high filtering and a fast dynamic performance.

Once clarified, the main function of the passive elements, some design rules regarding capacitors and inductors can be introduced.

Thus the reactance of \( L_1 \), \( X_1 = \omega L_1 \), of \( L_2 \), \( X_2 = \omega L_2 \), of \( L_g \), \( X_g = \omega L_g \), and of \( C_f \), \( X_C = -1/\omega C_f \), when reported in small letters, are considered in p.u. of the base resistance \( R_b \) that represents the active power injected by the power converter into the grid. The power converter is current controlled such as there is no displacement between the measured voltage and the measured current.

In order to chose the LCL-filter parameters it is worth noting that one of the main concerns is usually related to the possible power factor decrement due to the displacement between the voltage and current caused by the reactive elements installed in the filter. However, the equivalent impedance at the fundamental frequency at the PCC or at the converter terminals is strictly dependent on the position of the voltage and current sensors, assuming that the current control will guarantee that the current is in phase with the voltage.

In Figure 11.4 four cases are reviewed considering the equivalent vector diagram. On the basis of these vector diagrams, it is possible to calculate the grid side \( z_{T_{grid}} \) and the converter side \( z_{T_{conv}} \) p.u. impedance at the grid frequency. The impedances are calculated neglecting the phase displacement introduced by the capacitor between the voltage drop on the grid side and on the converter side.

If the capacitor voltage is sensed and the converter current is controlled to be in phase with the voltage then

\[
\begin{align*}
z_{T_{grid}} &= 1 + j (x_2 + x_g - x_C) \\
z_{T_{conv}} &= 1 + j x_1 \tag{11.1}
\end{align*}
\]

If the capacitor voltage is sensed and the grid current is controlled to be in phase then

\[
\begin{align*}
z_{T_{grid}} &= 1 + j (x_2 + x_g) \\
z_{T_{conv}} &= 1 + j (x_1 - x_C) \tag{11.2}
\end{align*}
\]

If the grid voltage is sensed and the grid current is controlled to be in phase then

\[
\begin{align*}
z_{T_{grid}} &= 1 + j x_g \\
z_{T_{conv}} &= 1 + j (x_1 - x_2 - x_g - x_C) \tag{11.3}
\end{align*}
\]

If the grid voltage is sensed and the converter current is controlled to be in phase with the voltage then

\[
\begin{align*}
z_{T_{grid}} &= 1 + j (x_g - x_C) \\
z_{T_{conv}} &= 1 - j (x_1 + x_2) \tag{11.4}
\end{align*}
\]

The main design rules for inductors are on the choice of the core dimension, material and gap, and of the winding. The most used magnetic cores are ferrite, laminated steel and powdered metal [7, 8] (Table 11.1). The required energy must be stored in a nonmagnetic gap.
Figure 11.4  Vector diagram of the grid converter depending on the position of the sensors: (a) with voltage sensed on the capacitor and current sensed on the converter side, (b) with voltage sensed on the capacitor and current sensed on the grid side, (c) with voltage and current sensed on the grid side and (d) with voltage sensed on the grid side and current sensed on the converter side.

distributed in the case of a powdered metal core or in a discrete gap in series in the case of a ferrite core.

The maximum flux density $B_{\text{max}}$ has to be in all operating conditions lower than the saturation flux density $B_{\text{sat}}$ of the core material for ensuring a linear behavior and a safe operation. The power losses have to be limited and an efficient power dissipation has to be ensured to avoid overheating of the inductor. In fact the thermal resistance between the core and the ambient as
Table 11.1 Magnetic properties (content, permeability, saturation, resistivity, curie temperature) of the most commonly used core materials

<table>
<thead>
<tr>
<th>Material</th>
<th>Laminated FeSi</th>
<th>Powdered iron</th>
<th>Ferrites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contents</td>
<td>3–6% Si</td>
<td>95% Fe resin</td>
<td>MnZn, NiZn resin</td>
</tr>
<tr>
<td>$\mu_r$</td>
<td>1000–10000</td>
<td>1–500</td>
<td>100–20000</td>
</tr>
<tr>
<td>$B_{Sat}$ [T]</td>
<td>1.9</td>
<td>1–1.3</td>
<td>0.3–0.45</td>
</tr>
<tr>
<td>$\rho$ [$\mu\Omega m$]</td>
<td>0.4–0.7</td>
<td></td>
<td>$10^2–10^4$ MnZN</td>
</tr>
<tr>
<td>Curie temp.</td>
<td>720</td>
<td>700</td>
<td>125–450</td>
</tr>
</tbody>
</table>

well as the inner windings and the ambient is high, due to the fact that the electrical isolation of the winding is also a not negligible thermal isolation. For differential mode filters materials with a low permeability are beneficial. However for economical reasons also laminated steel with a rather high permeability is used. Since this material can be processed in any shapes one or more air-gaps can be realized with low efforts. Laminated steel or electrical steel is an alloy of iron and silicon. To reduce the eddy current losses the core is made from stacks of many thin laminations, which are electrically insulated from each other by a thin insulating coating. For the core design it is important that the direction of magnetic flux is along the lamination to utilize the full benefits. The advantage of adding silicon to the iron is to reduce its conductivity and thus limiting the eddy current losses. Another point is the noise reduction caused by the magnetostriction. To achieve even lower losses the orientation of the grain is forced in a defined direction to achieve an anisotropic material there the losses are reduced when the magnetic flux is in the direction of the lamination.

In order to tune correctly the LCL filter the starting point is the current ripple on the converter side of the filter and the harmonic limit imposed on the grid current by the standards, recommendations and utility codes. The converter-side inductance is designed in order to limit the ripple of the converter-side current. Moreover, the inductor should be properly designed so as not to saturate and hence the correct inductor choice is a trade-off between ripple reduction and inductor cost. Accepting high values of the current ripple may lead to saturation problems in the core and as a consequence to the use of a core that could be used also for realizing higher value inductors. On the other side of the filter the grid pollution is evaluated in terms of harmonics rather than in terms of ripple amplitude. Hence the LCL-filter effectiveness in reducing them should be evaluated using a frequency domain approach. In brief, a time-domain analysis (ripple evaluation) drives the choice of the converter-side inductor while a frequency-domain analysis (harmonic evaluation) drives the choice of the LCL-filter resonance frequency and, as a consequence, of some couples of values of grid-side inductor and capacitor that could meet that requirement. The last degree of freedom in the choice among these couples of CL values that meet the resonance frequency requirement is used to minimize the installed reactive power of the LCL filter, evaluating cost, weight and encumbrances of the capacitor and inductive elements, the robustness of the LCL-filter attenuation capability with respect to the possible different grid impedance conditions and the effect of the damping resistor, if used, on the filter attenuation capability.

As previously described, the LCL-filter design can be organized in three steps, described in the following:
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1. **Ripple analysis and converter-side inductor choice.** A rough approximation of the LCL-filter behaviour leads to a consideration of the capacitor short-circuit at the frequency of the ripple. However it should be noted that in case MW power converters, since the switching frequency is low and the resonance frequency should be even lower the approximation lead to underestimate the value of the converter side inductor [1]. The smaller this value the bigger will be the inductor cores of the filter and the lower will be the resonance frequency needed to guarantee the desired attenuation of the grid current harmonics. The ripple amplitude will depend only on the number of levels of the PWM voltage:

$$\Delta I_{\text{MAX}} = \frac{1}{n} \frac{V_{\text{dc}}}{L_1 f}$$  \hspace{1cm} (11.5)

where \(n\) is a coefficient that increases with the number of levels of the voltage waveform. The previous expression should be used to design the magnetic core in order to avoid saturation for the high-frequency ripple.

2. **Harmonic attenuation of the LCL filter and choice of the resonance frequency value.** Once the value of \(L_1\) has been chosen according to the previous considerations the ripple attenuation should be considered:

$$\frac{i_g(\omega)}{i(\omega)} = \frac{z_{\text{LC}}^2}{|z_{\text{LC}}^2 - \omega^2|}$$  \hspace{1cm} (11.6)

where \(\omega_{\text{res}}^2 = \frac{z_{\text{LC}}^2 (L_1 + L_2 + L_g)}{L_1}, z_{\text{LC}}^2 = \left[(L_g + L_2)C_f\right]^{-1}\) and \(\omega\) is the frequency of interest, which are used to verify the compliance with standards, recommendations and grid codes. Equation (11.6), depicted in Figure 11.5, can be used to choose the resonance frequency and as a consequence the product \(L_2 C_f\).

![Figure 11.5](image-url)  
Figure 11.5  Ripple attenuation as reported in (11.6)
3. **LCL-filter optimization and choice of grid-side inductor, capacitor and damping method and value.** The final optimization of the filter consists in the choice of the values of \( L_2 \) and \( C_f \) and on the damping and its value. The following three criteria can be used:

- **Installed reactive power of the filter.** This can be computed by considering the p.u. value of the impedance seen on the converter side. In other words, if the converter control maintains a unity power factor between the grid voltage and current which is the amount of reactive power that the converter has to manage? This p.u. value depends on the sensor position, in case the grid voltage is sensed, and the grid current is controlled, which is

\[
z_{T_{conv}} = 1 + j (x_1 - x_2 - x_c)
\]

Hence \( L_2 \) and \( C_f \) contribute in the same way to the displacement between the converter voltage and the converter current.

- **Robustness of the resonance frequency,** and as a consequence of the filter attenuation, to the grid impedance variation:

\[
\Delta \omega_{\text{res}} = \frac{1}{2\omega_{\text{res}} C_f \left( \frac{1}{L_2 + L_{g1}} - \frac{1}{L_2 + L_{g2}} \right)}
\]

From (11.8) it is obvious that the higher is the capacitor of the LCL filter the less influent is the grid impedance on the system resonance.

- **The influence of damping on the LCL-filter attenuation should be calculated with and without damping.**

### 11.4 Practical Examples of LCL Filters and Grid Interactions

The grid-filter design guidelines previously discussed are challenged by the large range of possible grid conditions in terms of background harmonic distortion and stiffness. The situation is particularly critical in rural areas where the distributed generation plant is connected due to the good wind resources (in case of WT) or more in general due to the need to supply more continuity to the local loads.

In Figure 11.6(a) a scheme of the grid connection to the PV home is depicted. The high-voltage/medium-voltage transformer as well as a three-phase cable to the MV transformer introduce only a small impedance. If the PV house is located in a remote area the medium-voltage line can be very extended (hundreds of km) and its cables can introduce a relevant reactive reactance [9]. The MV/LV transformer also introduces a reactance that could be considerably higher in locations where the transformer-rated power could be considerably lower. Then the low-voltage cable introduces a prevalently resistive impedance that varies with the distance of the PV inverter from the transformer. Moreover, the presence of capacitive loads (e.g. refrigerators) connected in the house could introduce a capacitive impedance that can create low-frequency resonances [9].

In Figure 11.6(b) a scheme of the connection of the grid to a WT back-to-back system is depicted. The system is similar to the previous one (hence also in this case a radial plant typical of a rural zone can introduce a very high impedance) up to the MV/LV transformer, to which the wind turbine converter is connected. Hence the impedance seen by the grid-connected
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Figure 11.6 Scheme of the voltage network from the high-voltage (HV) distribution system: (a) to the home (which can be modelled as an RLC load) equipped with a PV inverter and (b) to a wind turbine back-to-back system that can also supply domestic loads connected to the same transformer.

A step-by-step procedure to design an LCL filter for grid-connected inverters has already been described in references [2] and [3]. This design procedure has been carried out in p.u. values in order to make it independent of the system power level.

However, two examples, a 500 kW WT system and a 3 kW PV system, demonstrate also how the power level and the type of converter play a role in the selection of the LCL-filter parameters (more inductive in the first case, more capacitive in the second case). The two sets of parameters found for a 500 kW WT plant and a 3 kW PV plant are respectively: 0.2 mH converter side, 83 µF and 0.03 mH grid side; 0.4 mH converter side, 5 µF and 0.2 mH grid side (Table 11.2). In the same table, typical grid impedance values have been added in the case of weak and stiff grid conditions.
Table 11.2 Parameters of the 500 kW WT and 3 kW PV LCL filters in absolute and p.u. values

<table>
<thead>
<tr>
<th>LCL filter component</th>
<th>500 kW WT system</th>
<th>3 kW PV system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boost inductance</td>
<td>0.2 mH 23 %</td>
<td>0.4 mH 1 %</td>
</tr>
<tr>
<td>Grid-side inductance</td>
<td>0.03 mH 1 %</td>
<td>0.2 mH</td>
</tr>
<tr>
<td>Filter capacitor</td>
<td>83 µF 10 %</td>
<td>5 µF 3 %</td>
</tr>
<tr>
<td>Grid impedance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum value (weak grid)</td>
<td>0.03 Ω (inductive)</td>
<td>2.7 Ω (41 % inductive)</td>
</tr>
<tr>
<td>Minimum value (stiff grid)</td>
<td>0.003 Ω (inductive)</td>
<td>0.4 Ω (resistive)</td>
</tr>
</tbody>
</table>

In the first case the resonance frequency is around 3.4 kHz while in the second case it is 6.2 kHz. This can be explained by the fact that higher power converters should adopt a lower switching frequency and hence also the LCL-filter resonance should be lower in that case in order to allow a better filtering property. Particularly, the 500 kW system was designed to work with a 5 kHz switching frequency, while the 3 kW system was designed to work with a 17 kHz switching frequency.

However, this is not the only difference: while in the first case the LCL filter has been designed with 23 % inductance and 1 % capacitance, in the second case the LCL filter has been designed with 1 % inductance and 3 % capacitance. This is due to the fact that in the high-power converters the inductance saturation and the need to limit harmonic propagation in the plant are the most dangerous issues, while in the low-power mass-produced converters the packaging and cost issues are the most stringent. This leads to more p.u. inductance in the first case and, conversely, more p.u. capacitance in the second case (in order to compensate for the presence of too-low inductive elements and to limit the LCL-filter resonance frequency that otherwise would become too high).

Once these DG systems are connected to the grid, the resonance frequency of the LCL filter can vary depending on the grid reactance. The effect of an inductive grid reactance (long cable and low-power transformers) is a decrease of the resonance frequency, while the effect of a capacitive reactance (e.g. a refrigerator in home applications) leads to the creation of other resonant peaks in the LCL-filter frequency characteristic.

Hence the resonance frequency will be shown to vary as the grid inductance varies up to a maximum 0.1 p.u. (which corresponds to a short-circuit ratio of 10) in both cases. If 0.1 p.u. is applied to the 500 kW system it leads to 0.1 mH; if it is applied to a 3 kW system it leads to 5.6 mH.

Figure 11.7 shows the results of the analysis demonstrating that the resonance frequency can drop 40 % in both cases. The direct consequence of this reduction is that the LCL filter is more effective in harmonic reduction and also that the resonance frequency falls into the low-frequency domain. In this case the use of passive damping designed for the ideal condition (stiff grid case) can be ineffective. On the contrary, if the passive damping has been designed for the worst condition (weak grid case), there will be too high losses [3] when the system is working in the stiff grid case.

Hence the use of active damping is definitively more flexible since the change of the controller parameters, depending on the system inductance, is costless.
Figure 11.7  Resonance frequency variation (%) of the rated resonance frequency as a function of grid inductance (%) of 5.6 mH (0.1 p.u. for a 3 kW PV inverter with an LCL filter) and of 0.1 mH (0.1 p.u. for a 500 kW PV inverter with an LCL filter)

The next issue is to discuss the influence of capacitance impedance on the system and the effect on the filter frequency characteristic. Figure 11.8 shows the frequency characteristic of a 3 kW PV system with an LCL filter. From Figure 11.8 it is evident that the introduction of a 100 µF capacitance (cases C and D) generates an extra resonance peak while it attenuates the principal one. Also in this situation the use of passive damping can be ineffective and the use of a controller that actively damps the system is preferred due to its flexibility.

Figure 11.8  Frequency characteristic of the 3 kW PV system with an LCL filter in the following grid conditions: A: 0.1 mH, B: 3 mH, C: 0.1 mH, 100 µF, D: 3 mH, 100 µF
11.5 Resonance Problem and Damping Solutions

The possible instability of the current control loop is caused by the zero impedance that the LCL filter offers at its resonance frequency. A poor analysis made on qualitative considerations could lead to excessive damping (unnecessary increasing of the losses) or insufficient damping. LCL filters have more state variables with respect to the simple L filter (as shown in Chapter 9, equation (9.9)). The proper damping of these dynamics can be achieved by modifying the filter structure with the addition of passive elements or by acting on the parameters or on the structure of the controller that manage the power converter. The first option is referred to as passive damping while the second is referred to as active damping.

Passive damping causes a decrease of the overall system efficiency because of the associated losses, which are partly caused by the low-frequency harmonics (fundamental and undesired pollution) present in the state variables and partly by the switching frequency harmonics, as will be shown in the following. Moreover, passive damping reduces the filter effectiveness since it is very difficult to insert the damping in a selective way at those frequencies where the system is resonating due to a lack of impedance. As a consequence, the passive damping is always present and the filter attenuation at switching frequency is compromised.

Active damping consists in modifying the controller parameters or the controller structure either by cutting the resonance peak and/or by proving phase lead around the resonance frequency range. Active damping methods are more selective in their action and they do not produce losses, but they are also more sensitive to parameter uncertainties. Moreover, the possibility of controlling the potential unstable dynamics is limited by the controller bandwidth. This is dependent on the controller sampling frequency. It has been demonstrated that the sampling frequency should be at least double with respect to the resonance frequency to perform active damping.

11.5.1 Instability of the Undamped Current Control Loop

In the following the analysis is developed in the synchronous reference frame. The cross-coupling between the $d$ axis and the $q$ axis is neglected and the current control loops are decoupled and linearized. Therefore, all the scheme are referred equivalently to the $d$ axis or the $q$ axis and the considered quantities like the converter voltage $v$, the filter capacitor voltage $v_c$, the grid voltage $e$, the converter current $i$ and the grid current $i_g$ could be $d$ or $q$ quantities.

Moreover, the reference signals are addressed with the ‘∗’ as usual.

The configuration of the filter should be taken into account when the stability of the system is investigated. The design of the current controller has been done neglecting the zero and poles introduced by the capacitor presence.

Now the study is carried out in Laplace domain, being $s$ the Laplace operator. If the whole LCL filter (Figure 11.9) is considered, neglecting all the filter losses and using for simplicity $L$ as the converter-side inductance previously indicated with $L_1$ and $L_g$ for the grid-side inductance previously indicated with $L_2 + L_s$, considering $z_{LC}^2 = \left[L_s C_f \right]^{-1}$ and $\omega_{res}^2 = L T z_{LC}^2 / L$, the transfer function is

$$G_f(s) = \frac{i(s)}{v(s)} = \frac{1}{L_1} \frac{s^2 + z_{LC}^2}{(s^2 + \omega_{res}^2)}$$

(11.9)
Figure 11.9  Input filter single-phase equivalent and the model for the active rectifier, neglecting filter losses

Thus the LCL filter has two zero and two poles more, in the open-loop transfer function, compared those of an L filter.

If the closed-loop root locus is considered, with the PI regulator tuned neglecting the capacitor $C_f$ and considering only the total inductance $L_T$, the new zero and poles can make the system, shown in Figure 11.10, unstable if a proper damping is not adopted. The undamped closed-loop transfer function $H_{ud}$ in the $Z$ domain is

$$H_{ud}(z) = \frac{G_{PI}(z)G_f(z)}{z + G_{PI}(z)G_f(z)}$$ (11.10)

where $G_f(z)$ is the zero-order hold (ZOH) equivalent of the $G_f(s)$ reported in (11.9) and $G_{PI}(z)$ is the controller designed neglecting $C_f$, and thus designed on a $G_f(s)$ in which $z_{LC} = 0$. Figure 11.10 shows that there are always two poles unstable on the left part of the plane and a resonant peak in the Bode diagram.

Figure 11.10  Pole-zero and Bode plots of the LCL-filter transfer function (11.10)
11.5.2 Passive Damping of the Current Control Loop

The introduction of a resistor in series with the filter capacitor or in parallel with the grid-side inductor can bring again the two unstable poles of the LCL-filter-based current-controlled system in the stability region (Figure 11.11).

If the damping $R_d$ is connected in series with the filter capacitor, the plant transfer function becomes:

$$ G(s) = \frac{i(s)}{v(s)} = \frac{1}{Ls} \frac{s^2 + \frac{R_d}{L_e} s + \frac{L_d}{L_e} s^2}{s^2 + \left( L + \frac{L_d}{L_e} \right) \frac{R_d}{L_e} s + \omega_{res}^2} $$ (11.11)

where the damping term $R_d/L_e \to 0$ for $R_d \to 0$. The effects of the damping on the LCL-filter transfer function are shown in Figure 11.12. It is possible to see clearly that the resonant peak is reduced, leading to the absence of zero-crossing where the phase margin could be critical.
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The consequent losses can be calculated as

\[ P_d = 3R_d \sum_i [i(h) - i_g(h)]^2 \]  

(11.12)

If the damping \( R_d \) is connected in parallel with the grid inductor, the plant transfer function becomes

\[ G(s) = \frac{i(s)}{v(s)} = \frac{1}{Ls} \left( \frac{s^2 + \frac{1}{C_f R_d} s + \omega_r^2}{s^2 + \frac{1}{C_f R_d} s + \omega_{rez}^2} \right) \]  

(11.13)

where the damping term \( 1/C_f R_d \rightarrow 0 \) for \( R_d \rightarrow \infty \). The consequent losses can be calculated as

\[ P_d = \frac{3}{R_d} \sum_i [v_c(h) - e(h)]^2 \]  

(11.14)

The main terms of the sums in (11.12) and (11.14) are for the index \( h \) near to the switching frequency and its multiples. In fact, the damping absorbs a part of the switching frequency ripple to avoid the resonance. The losses decrease as the damping resistor value increases but at the same time this reduces its effectiveness.

It is also possible to estimate the damping losses using only the converter voltage or the converter current and considering that the inverse of both (11.13) and (11.14) represent the LCL-filter impedance where the resistive part (and so the losses) is only due to damping.

**Figure 11.12** Effect of growing damping on the LCL filter \( G(s) \) transfer function (11.11)
The selection of the best passive damping solution is a very challenging task when the resonance frequency is very low and the damping has not only influence on the stability and on the filter attenuation but also on the amplitude of the harmonics around the resonance frequency and hence on the overall harmonic content and on the losses that those harmonics can cause. The passive damping of a very low resonance frequency filter is a very nonlinear problem.

Both the losses and the harmonic content are strictly dependent on the voltage harmonic spectrum produced by the converter and this is changing as the modulation index changes. Hence a possible solution is to use selective high-pass damping and selective resonant damping [1]. They are an attempt to emulate with passive elements the selective effect of active damping. Two possibilities are considered: an inductor is inserted in parallel to the damping resistor (as shown in Figure 11.13 in grey) in order to cancel its effects at low frequencies where the inductor will be a short-circuit; an inductor and capacitor is inserted in parallel to the damping resistor (as shown in Figure 11.13 in grey) in order to cancel its effects at low and high frequencies where the inductor or the capacitor will be a short-circuit. In the first case it should be considered that the passive damping losses at low frequency can be even half of the overall losses, and hence the selective low-pass damping can cut the losses considerably. The second case is an attempt to minimize the losses due to PWM switching and preserve the filtering function that can be compromised by the impedance introduced by the passive damping.

From Figure 11.14 it is possible to note that the total damping has losses much higher with respect to the selective passive damping, mainly due to the first harmonic, which in the case of selective damping finds much higher impedance in the transverse row of the filter.

11.5.3 Active Damping of the Current Control Loop

Active damping methods can be classified in two main classes: multiloop-based and filter-based. In the first case the stability is guaranteed via the control of more system state variables that are measured or estimated [11]. Hence instead of a single current control loop, two or even three control loops are adopted. Among the controlled state-variables, the capacitor voltage can also be controlled in view of stand-alone or microgrid operation using droop control as discussed in Chapter 9. This approach can be formalized within the more general theoretical framework of the state-space control also using state-estimator [12]–[13]. A simple and straightforward example is the use of the so called “virtual resistor” where the capacitor current is feedback in the control loop multiplied for a gain emulating the presence of a real
Resistor connected to the LCL-filter [14]. The approach is depicted in Figure 11.15, where

\[ H(s) = \frac{i_c(s)}{i(s)} = \frac{L_g C_f s^2}{1 + L_g C_f s^2} \]

The second class of active damping methods is based on the use of a higher order controller to regulate not only the low frequency dynamics but also to damp the high frequency ones (Figure 11.16):

\[ G_{AD}(s) = \frac{s^2 + 2D_z \omega_z s + \omega_z^2}{s^2 + 2D_p \omega_p s + \omega_p^2} \]

Figure 11.14 Losses of only resistor damping (total damping) compared with losses of selective passive damping.

Figure 11.15 Virtual Resistor based active damping (neglecting the presence of grid voltage disturbance and its compensation).
Where $D_z$, $\omega_z$ and $D_p$, $\omega_p$ are respectively the damping and frequency of the zeros and poles of the filter. In case $\omega_z = \omega_p$ a notch filter is obtained (Figure 11.17).

The controller part responsible for active damping of the potentially unstable high frequency dynamics can be seen as a filter [15]–[17]. The filter can be designed using different approaches: two have been proposed in literature for active damping purposes. The first consists in designing an analog filter, typically a notch filter, then applying analog-to-discrete transformation based on a given set of specifications, called bilinear transformation [F]. In both cases this class of active damping methods has the advantage that it does not need more sensors. However, only in case of the first approach the straightforward physical meaning of "filtering" the resonance is preserved. The effect of filter-based active damping in digital domain, using the Z-transform, is shown in Figure 11.18, while the effect on the current in time-domain and frequency domain is shown in Figure 11.19.

11.6 Nonlinear Behaviour of the Filter

When the inductance has a nonlinear behaviour a distorted current waveform is produced (Figure 11.20); if the saturation is symmetric, it contains only odd harmonics. When an AC current drives an inductor into saturation for part of each cycle, the inductor presents two
values of inductance to the rest of the circuit, the rated value and the saturated value:

\[
\phi (i) = \begin{cases} 
  L_i i \quad & i > i_{sat} \\
  L_i & i_{sat} \geq i \geq -i_{sat} \\
  -L_i & i_{sat} > i 
\end{cases} 
\] (11.15)

In many cases an appropriate value of the effective inductance is replaced in the circuit and it is sufficient to include the effects of saturation in the remainder of the examined system.

Distortion (Figure 11.20) caused by nonlinearities can be analysed in either time or frequency domains depending upon the characteristics of nonlinearities in the circuits. Few studies can
be found in the literature that relate the output of a nonlinear circuit as a function of the input signals spectrum [10].

The frequency-domain methods are based on generalized power series and are better suited to study circuits containing a very limited number of nonlinear elements due to their high computational effort.

The mathematical model of the nonlinear inductance based on Volterra series expansion allows the frequency response of the nonlinear inductor to be derived and the harmonics generated as a consequence of saturation to be identified. The effect of multiple frequency input signals on the behaviour of the inductor can be determined.

The nonlinear inductance can be modelled as a nonlinear current-controlled source of flux:

\[
\phi(t) = \sum_{k=1}^{\infty} L_k i^k(t) \tag{11.16}
\]

where \(\phi(t)\) and \(i(t)\) are the flux and the current of the inductor and \(L_k\) are constants. The flux in (11.16) is defined through the Taylor series expansion; it can be truncated to the fifth-order term in order to simplify the analysis.

For example, Figure 11.21 reports the flux–current characteristic of the inductance for a rated value of \(L = L_1 = 1.5\) mH and the values of the parameters of (11.16) are defined in the caption. They can be obtained using a trial-and-error procedure or an interpolation algorithm starting from the experimental data.

The frequency behaviour of the nonlinear inductance shown in Figure 11.21 can be studied by splitting the model into a linear part and a nonlinear part in accordance with the Volterra theory. The Volterra series expansion of \(\phi(t)\) defined in (11.16) is

\[
\phi(t) \approx \sum_{i=1}^{5} \phi_i(t) \tag{11.17}
\]
Figure 11.21  Flux–current characteristic of the inductance defined in (11.16): $L_1 = 1.5 \times 10^{-3}$ H, $L_2 = 1 \times 10^{-8}$ H, $L_3 = -8 \times 10^{-4}$ H, $L_4 = 1 \times 10^{-9}$ H, $L_5 = 5 \times 10^{-5}$ H

where the series expansion is truncated up to order five since the first few terms are sufficient to model the saturation of Figure 11.21; $\varphi_1(t)$ is the first-order response of the inductor, which describes its behaviour in the linear case; $\varphi_i(t)$ is the nonlinear response of the inductor obtained using an appropriate excitation:

\[
\begin{align*}
\varphi_1(t) &= L_1 i_1(t) \\
\varphi_2(t) &= L_2 i_1^2(t) \\
\varphi_3(t) &= 2L_2i_1(t)i_2(t) + L_3 i_1^3(t) \\
\varphi_4(t) &= 2L_2i_1(t)i_3(t) + L_2i_2^2(t) + 3L_3i_1^2(t)i_2(t) + L_4i_1^4(t) \\
\varphi_5(t) &= 2L_2i_1(t)i_4(t) + 3L_3i_1^2(t)i_3(t) + 3L_3i_1(t)i_2^2(t) + 4L_4i_1^3(t)i_2(t) + 3L_3i_1(t)i_3^2(t) + 4L_4i_1^2(t)i_3(t) + 5L_3i_1^4(t)
\end{align*}
\]

(11.18)

Equations (11.18) represent a set of current-controlled sources of flux. They allow the equivalent Volterra circuit of the nonlinear inductor to be derived, as shown in Figure 11.22.

The proposed method allows the nonlinear element to be modelled as a linear element plus a set of nonlinear sources, as shown in Figure 11.23. For $i = 2, \ldots, 5$, the current $i_i(t)$ through the nonlinear inductor acts as an external source exciting the linear circuit and can be represented as an external source of current which is connected to the system between the converter and the grid.

The frequency domain response of the circuit is obtained by the use of the Fourier transform and the output spectrum of the circuit can be expressed as a function of all sources. Remembering that

\[
i_1^5(t) = I_1^5 \sin^5 \omega_1t = \frac{I_1^5}{16} (10 \sin \omega_1t - 5 \sin 3\omega_1t + \sin 5\omega_1t)
\]

(11.19)
it can be easily explained that, when a 50 Hz sinusoidal current is applied to the inductance defined by equations (11.18), the first-, the third- and the fifth-order harmonics of flux are generated.

Similarly, applying a third harmonic current, the nonlinear inductance produces a third, a ninth and a fifteenth harmonic, which can be seen in the flux spectrum of Figure 11.24(a) and (b). Moreover, if the inductor is excited with a fifth harmonic current, the fifth, the fifteenth and the twenty-fifth harmonics are generated. Hence each current source \( i_1(t) \) generates some harmonics, which act on the plant of the system as external disturbances.

In addition, when two sinusoids of different frequencies are applied simultaneously, intermodulation components are generated. This substantially increases both the frequency components in the response and the complexity of the analysis.

When considering applying simultaneously a first and third harmonic current of the same amplitude, the flux spectrum exhibits intermodulation components. Other than the first, the third, the fifth, the ninth and the fifteenth harmonics, the third-order intermodulation component at \( \omega_1 + 2\omega_2 \) and the fifth-order intermodulation components at \( 4\omega_2 - \omega_1 \) and \( 4\omega_2 + \omega_1 \) are not negligible, as shown in Figure 11.24(c).
Figure 11.24  Flux spectrum of the nonlinear inductance defined by equations (11.18) in the case of:
(a) input current at $\omega_1 = 314 \text{ rad/s}$, (b) input current at $\omega_2 = 942 \text{ rad/s}$ and (c) input current at ($\omega_1 + \omega_2$)

11.7 Summary

The chapter has discussed the need for a higher-order filter to connect the grid converter to the utility. The design of the filter, the problems related to the variation of grid parameters, the stability problems and filter saturation have been discussed.
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Grid Current Control

12.1 Introduction

When wind and photovoltaic systems are grid-connected using a voltage source converter as the front-end, the grid current is usually controlled in order to control active and reactive power exchange, as discussed in previous chapters [1]. The position of voltage and current sensors can be different with respect to Figure 12.1, as already discussed in Chapter 11.

Moreover, in this chapter the influence of the \( C_f \) capacitor of the filter will be neglected since it only deals with the switching ripple frequencies. In fact, at frequencies lower than half of the resonance frequency the LCL-filter inverter model and the L-filter inverter models are practically the same. The LCL-filter-based inverter (Figure 12.2 shows the frequency characteristic \( i/v \) of the LCL filter) behaves as if the capacitor is not present, \( i = i_g \) (hence in the following \( i \) will be used in all the equations and schemes of the reviewed current control techniques) and the frequency characteristic is equivalent to the frequency characteristic of a filter made by the sum of the inductances downstream of the converter \( (L_1, L_2 \text{ and } L_g) \).

This chapter reviews basic current control techniques and modulation strategies. Only linear controllers employing a separated pulse width modulator are discussed. The current control will be discussed without making a distinction between single-phase and three-phase systems, since similar control schemes can be adopted even if the implementation of a specific current control strategy to single-phase and three-phase voltage source converters could present some differences, which are highlighted at the end of each section of the chapter.

12.2 Current Harmonic Requirements

One of the demands present in all standards regarding grid-tied systems is the quality of the distributed power. Demands are also made on grid-connected PV and WT systems to contribute to the preservation of the power quality [2]. Power quality requirements have been mainly developed in order to preserve the quality of the grid voltage waveform in amplitude, frequency and phase. The main perturbation to the voltage waveform are due to system transient operation (e.g. at startup) or to power fluctuations (due to the stochastic nature of the source). However, the quality of the current is also of concern and in this sense the grid converter is the sole agent...
responsible for compliance with power quality international recommendations and standards as well as the requirements imposed by the transmission system operators [3–5]. Particularly in WT systems asynchronous and synchronous generators directly connected to the grid have no limitations with respect to current harmonics [5].

The injected current in the grid should not have a total harmonic distortion (THD) larger than 5%. A detailed image of the harmonic distortion regarding each harmonic is given in Table 12.1 as recommended by reference [3], which is valid for all distributed resource technologies with an aggregate capacity of 10 MVA or less at the point of common coupling interconnected with electrical power systems at typical primary and/or secondary distribution voltages. Similar limitations are recommended for PV systems in a European standard [4].

As regards WT systems, European standards [5] recommend application of the standards valid for polluting loads requiring the current THD to be smaller than 6–8% depending on the type of network [6, 7]. A detailed image of the harmonic distortion regarding each harmonic

![Image of circuit diagram](image1)

**Figure 12.1** Block diagram of a typical three-phase distributed inverter (in PV system $L_2$ is usually not present)

<table>
<thead>
<tr>
<th>magnitude (Db)</th>
<th>frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>30</td>
<td>1000</td>
</tr>
<tr>
<td>40</td>
<td>10000</td>
</tr>
<tr>
<td>50</td>
<td>100000</td>
</tr>
<tr>
<td>60</td>
<td>1000000</td>
</tr>
</tbody>
</table>

![Image of frequency characteristic](image2)

**Figure 12.2** Frequency characteristic ($i/v$) of the LCL filter
Table 12.1: Distortion limits for distributed generation systems as a percentage of the fundamental [3,4]

<table>
<thead>
<tr>
<th>Odd harmonics</th>
<th>Distortion limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>3rd through 9th</td>
<td>Less than 4.0 %</td>
</tr>
<tr>
<td>11th through 15th</td>
<td>Less than 2.0 %</td>
</tr>
<tr>
<td>17th through 21st</td>
<td>Less than 1.5 %</td>
</tr>
<tr>
<td>23rd through 33rd</td>
<td>Less than 0.6 %</td>
</tr>
</tbody>
</table>

is given in Table 12.2. In case there are several wind turbines connected to the same PCC, the $h^{th}$ harmonic can be computed as

$$I_h \sum = \beta \sqrt{\sum_{i=1}^{N} \left( \frac{I_{hi}}{u_i} \right)^\beta} \quad (12.1)$$

where $\beta$ is 1 for $h < 5, 1.4$ for $5 < \beta < 10$ and 2 for $h > 10$.

As mentioned previously, one of the responsibilities of the current controller is the power quality issue. Therefore, different methods to compensate for the grid harmonics in order to obtain an improved power quality are addressed in the following section.

12.3 Linear Current Control with Separated Modulation

The AC current control (CC) has become very popular because the current-controlled converter exhibits, in general, better safety, better stability and faster response [8]. This solution ensures several additional advantages but optimal techniques, which use precalculated switching patterns within the AC period, cannot be used, as they are not oriented to ensure current waveform control [8]. A classification of these methods is reported in Figure 12.3.

12.3.1 Use of Averaging

The AC current controllers that will be presented in the following are designed on the basis of an average model [9] of the converter based on a continuous switching vector whose

Table 12.2: Distortion limits for WT systems set by IEC standard as a percentage of the fundamental [5]

<table>
<thead>
<tr>
<th>Harmonic</th>
<th>Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>5th</td>
<td>5–6 %</td>
</tr>
<tr>
<td>7th</td>
<td>3–4 %</td>
</tr>
<tr>
<td>11th</td>
<td>1.5–3 %</td>
</tr>
<tr>
<td>13th</td>
<td>1–2.5 %</td>
</tr>
</tbody>
</table>
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Figure 12.3 Classification of current control methods

The separated PWM block is responsible for the transformation of the continuous switching functions back into the discrete switching functions usable for driving the switches of the converter.

The AC voltage equations expressed in the $dq$ frame, which is synchronous with the grid voltage vector, are

$$
\begin{align*}
\frac{d}{dt}i_d(t) - \omega i_q(t) &= \frac{1}{L} [-Ri_d(t) - e_d(t) + v_d(t)] \\
\frac{d}{dt}i_q(t) + \omega i_d(t) &= \frac{1}{L} [-Ri_q(t) - e_q(t) + v_q(t)]
\end{align*}
$$

(12.3)

The transformations from the natural frame $abc$ to the synchronous $dq$ frame are reported in Chapter 9. $L$ is the overall inductance downstream with respect to the inverter. The current controllers calculate the desired $d$ and $q$ components of the switching vector ($d_d(t)$ and $d_q(t)$) and a modulator selects the converter switching states and their time of applications. The
average AC voltage produced by the converter (the voltage command for the PWM) can be expressed as

\[
\begin{align*}
\frac{v_d(t)}{v_q(t)} &= \frac{d_d(t)/v_{dc}(t)}{d_q(t)/v_{dc}(t)} \\
&= (12.4)
\end{align*}
\]

Equation (12.3) can be linearized by considering \( v_{dc}(t) \) constant:

\[
\begin{bmatrix}
i_d(t) \\
i_q(t)
\end{bmatrix} = \begin{bmatrix}
\frac{R}{L} & \frac{\omega}{L} \\
-\frac{\omega}{L} & \frac{R}{L}
\end{bmatrix} \begin{bmatrix}
i_d(t) \\
i_q(t)
\end{bmatrix} + \begin{bmatrix}
\frac{V_{dc}}{L} \\
0
\end{bmatrix} \begin{bmatrix}
d_q(t) \\
d_d(t)
\end{bmatrix} + \begin{bmatrix}
\frac{1}{L} & 0 \\
0 & \frac{1}{L}
\end{bmatrix} \begin{bmatrix}
e_d(t) \\
e_q(t)
\end{bmatrix}
\]

Then (12.5) is written in the form

\[
\frac{\dot{\mathbf{i}}}{\mathbf{i}} = \mathbf{A} \cdot \mathbf{i} + \mathbf{B} \cdot \mathbf{d} + \mathbf{C} \cdot \mathbf{e}
\]

where the matrix \( \mathbf{B} \) does not depend on the system state and so (12.5) is linear.

The average model is useful for designing the controller for slow processes with a bandwidth in the range of a few hundred Hz, like reactive power control and a stability analysis of WT.

### 12.3.2 PI-Based Control

Classical PI control with grid voltage feed-forward \( (v_g) \) [8], as depicted in Figure 12.4, is commonly used for current-controlled inverters, but this solution exhibits two well-known drawbacks: the inability of the PI controller to track a sinusoidal reference without steady-state error and a poor disturbance rejection capability (Figure 12.5). This is due to the poor performance of the integral action when the disturbance is a periodic signal.

The PI current controller \( G_{PI}(s) \) is defined as

\[
G_{PI}(s) = k_P + \frac{k_I}{s}
\]

(12.6)

\( G_d(s) \) is the 1.5\( T_s \) delay due to elaboration of the computation device \( (T_s) \) and to the PWM \( (0.5T_s) \), indicating with \( T_s \) the sampling period

\[
G_d(s) = \frac{1}{1 + 1.5T_s s}
\]

(12.7)

**Figure 12.4** The current loop of a PI controller: \( G_{PI}(s) \) is the controller, \( G_d(s) \) is the delay due to elaboration of the computation device and to the PWM and \( G_f(s) \) is the transfer function of the filter (i.e. the plant of the control loop)
and $G_f(s)$ is the transfer function of the filter (i.e. the plant of the control loop)

$$G_f(s) = \frac{i(s)}{v(s)} = \frac{1}{R + Ls} \quad (12.8)$$

Figure 12.6 shows the $Z$-plane root locus and the Bode plot of the closed-loop PI-based current-controlled system highlighting the bandwidth of the control loop.

In order to obtain a good dynamic response and improve grid disturbance rejection, a grid voltage feed-forward is used, as depicted in Figure 12.4. This leads in turn to stability problems related to the delay introduced by the filter usually adopted to measure the grid voltage.

Figure 12.6  $Z$-plane root locus with the two poles optimally damped, i.e. $\zeta = 0.707$, and the Bode plot of the closed-loop system ($1/T_i = 5000$ Hz)
In order to overcome the limit of the PI in dealing with sinusoidal reference and harmonic disturbances, the PI control is implemented in a dq frame rotating with angular speed $\omega$, where $\omega = 2\pi f$ and $f$ is the grid frequency. The scheme of the classical control in a rotating frame is reported in Figure 12.7 and the rotating frame is defined as synchronous, as already pointed out.

If the dq frame is oriented such that the $d$ axis is aligned on the grid voltage vector the control is called voltage oriented control (VOC). The reference current $d$ component is made up of two terms: one, $i_{d}^{*}$, can be used to perform the DC voltage regulation while the other, $i_{q}^{*}$, is in charge of active power control. The reference current $q$ component $i_{q}^{*}$ is selected in view of reactive power control (a unity power factor is achieved if $i_{q}^{*}$ is zero). The dq controller core is

$$G_{PQ}(s)_{dq} = \begin{bmatrix} k_{P} + \frac{k_{L}}{s} & 0 \\ 0 & k_{P} + \frac{k_{L}}{s} \end{bmatrix} \tag{12.9}$$
It should be noted that under unbalanced conditions, in order to compensate the harmonics generated by the inverse sequence present in the grid voltage, both positive- and negative-sequence reference frames are required (see Figure 12.8). Obviously, when using this approach, double the computational effort must be applied.

In a single-phase system, the use of a rotating frame is not possible unless a virtual system is coupled to the real frame in order to simulate a two-axis environment [10]. The advantage is that well-proven PI controllers can be used, as DC variables need to be controlled and an independent $Q$ control is achieved. The solution is reported in Figure 12.9. A phase delay block creates the virtual quadrature component that allows emulation of a two-phase system. Alternative systems to create such a component are discussed in Chapter 4. Starting from this point the controller behaves like a three-phase case and the $v_\beta$ component of the command voltage is ignored for calculation of the duty cycle.

### 12.3.3 Deadbeat Control

The deadbeat controller belongs to the family of predictive controllers [8]. They are based on a common principle: to foresee the evolution of the controlled quantity (the current) and on the basis of this prediction to choose the state of the converter (ON–OFF predictive) [11] or the average voltage produced by the converter (predictive with a pulse width modulator) [12]. The starting point is to calculate its derivative to predict the effect of the control action. In other words, the controller is developed on the basis of the model of the filter and of the grid, which is used to predict the system dynamic behaviour: the controller is therefore inherently sensitive to model and parameter mismatches. Then the information on the model is used to decide the switching state of the converter with the aim to minimize the possible commutations
Figure 12.9  Synchronous PI $dq$ current control for single-phase voltage-source grid converters (MPPT is the algorithm adopted to extract the maximum power from the renewable source)

(ON–OFF predictive) or the average voltage that the converter has to produce in order to null it. The controller is defined as ‘deadbeat’ where the error at the end of the next sampling period is zero. It can be demonstrated that it is the fastest current controller allowing nulling of the error after two sampling periods (see Figure 12.10).

During transient conditions typical of distributed power generation systems such as sudden variation of the power produced by the source or voltage sag due to grid faults, the deadbeat controller can be proven to have superior performances in limiting the peak current [13].
The design of the deadbeat control will be developed on the basis of a single-phase equivalent of the system. The single-phase circuit mathematical model is

\[
\frac{di(t)}{dt} = -\frac{R}{L}i(t) + \frac{1}{L}(v(t) - e(t))
\]  

(12.10)

where \(i(t)\) is the current, \(v(t)\) is the inverter voltage, \(e(t)\) is the grid voltage and \(R\) and \(L\) are the total resistance and inductance downstream of the converter.

The discretized solution (considering the sample delay due to the elaboration) results in

\[
i(k + 1) = e^{-(R/L)T_s}i(k) - \frac{1}{R}(e^{-(R/L)T_s} - 1)(v(k) - e(k))
\]

(12.11)

where \(T_s\) is the sampling period. If we denote \(a = e^{-(R/L)T_s}\), \(b = -\frac{1}{R}(e^{-(R/L)T_s} - 1)\) and

\[
u(k) = v(k) - e(k)
\]

(12.12)

the following equation is derived:

\[
i(k + 1) = ai(k) + bu(k)
\]

(12.13)

From (12.13) and applying Z-transformation the following equation is derived:

\[
I(z)z = aI(z) + bU(z)
\]

(12.14)

Therefore:

\[
I(z) = \frac{b}{z - a}U(z) = \frac{bz^{-1}}{1 - az^{-1}}U(z)
\]

(12.15)
so the plant transfer function is

\[ G_f(z) = \frac{I(z)}{U(z)} = \frac{bz^{-1}}{1 - az^{-1}} \]  \hspace{1cm} (12.16)

In the following a simplified deadbeat control design is assumed. It is supposed that there are no unstable poles and zeros in the plant transfer function.

The desired transfer function of the closed-loop system can be written as

\[ G_o(z) = \frac{1}{z^k} = z^{-k} \]  \hspace{1cm} (12.17)

where \( k \) is the delay of the closed-loop control system. The deadbeat controller aim is that the actual current equals the reference at the end of two sampling periods, and hence \( k = 2 \). The mathematical model of the controller results in

\[ G_{DB}(z) = \frac{1}{G_f(z)} \frac{z^2}{1 - z^{-2}} \]  \hspace{1cm} (12.18)

Therefore, applying the controller design described by (12.18) at the plant transfer function of (12.16), the controller transfer function results as

\[ G_{DB}(z) = \frac{1}{b} \frac{1 - az^{-1}}{z - z^{-1}} \]  \hspace{1cm} (12.19)

and in the end results as

\[ U(z)z = U(z)z^{-1} + \frac{1}{b} \Delta I(z) - \frac{a}{b} \Delta I(z) z^{-1} \]  \hspace{1cm} (12.20)

Then the algorithm of the designed controller is

\[ v(k+1) = v(k-1) + \frac{1}{b} \Delta i(k) - \frac{a}{b} \Delta i(k-1) + e(k+1) - e(k-1) \]  \hspace{1cm} (12.21)

In case the resistance \( R \) is neglected, \( a = 1 \) and \( b = T_s/L \) and

\[ v(k+1) = -v(k) + \frac{1}{b} \Delta i(k) + e(k+1) + e(k) \]  \hspace{1cm} (12.21a)

However, this is not an acceptable approximation, especially in the case of a distributed generation system connected to a single-phase transmission system where the resistance is not negligible, as discussed in Chapter 11. Hence to neglect the grid-side resistance an error is generated in the control action, as shown in Figure 12.11.
The deadbeat current controller has theoretically a very high bandwidth since the closed-loop transfer function given by (12.17) consists of two poles in the origin. Hence the tracking of a sinusoidal signal as shown by Figure 12.12(a) is very good. However, if the PWM and the saturation of the control action is considered (Figure 12.12(b)) the deadbeat controller exhibits a slower response. One of the main problems of the deadbeat controller is related to the parameter mismatches that generate a tracking error and also stability problems, as shown in Figure 12.13 for the controller of (12.21) for the sake of simplicity. The use of an observer may relieve these problems, making the controller more robust with respect to parameter mismatches and controller delays [14].

Figure 12.11  Comparison between (a) (12.21) and (b) (12.21a) in the case \((R/L)T_s = 0.1\); if the term is equal to 0.01 the two responses are equal

Figure 12.12  (a) Tracking of a sinusoidal signal without PWM and (b) with PWM and considering the saturation of the control action
Figure 12.13  Zero-pole map of the deadbeat current-controlled loop as (a) the $\Delta$ (error between the inductance and its estimated value) increases and (b) instability due to $\Delta$ (deadbeat controller without PWM)
12.3.4 Resonant Control

The tracking of periodical signals and the rejection of periodical disturbances are problems familiar to experts in mechanical systems such as pendulum or robots control [15]. The inverter control has been traditionally developed as a direct extension of the control of electrical motors and of DC converters. In both cases the set-point is a constant signal as well as the main disturbance. In particular, the use of a rotating frame has allowed the control of the AC current to be treated as the control of DC virtual currents (the projections of the AC current vector in a frame that is synchronous with that vector).

However, it is possible to avoid the use of frame transformations using a controller developed on the basis of the internal model principle (the theory is reported Appendix C). This principle states that it is sufficient to include the model of the disturbance within the controller in order to ensure perfect rejection.

The more straightforward implementation of the internal model principle is the second-order generalized integrator (GI) [16]. The theory beyond this is discussed in Appendix C. The GI is a double integrator that achieves an infinite gain at a certain frequency, also called resonance frequency, and almost no gain exists outside this frequency. Thus, it can be used as a notch filter in order to compensate the harmonics in a very selective way. The current loop of the inverter with a proportional plus resonant controller is depicted in Figure 12.14. It is possible to note that the grid voltage feed-forward action is no longer needed. This solution has been successfully applied to single-phase PV inverters [17]. However, its three-phase implementation allows an interesting consideration with respect to the use of the PI controller in a synchronous frame.

The proportional plus resonant controller can be obtained through a frame transformation. The PI controller (12.9) implemented in a synchronous frame and denoted here as $G_{DC}(s)$ can be transformed into a stationary frame through a frequency modulated process that can be mathematically expressed as

$$G_{AC}(s) = G_{DC}(s - j\omega) + G_{DC}(s + j\omega)$$ (12.22)

where $G_{AC}(s)$ represents the equivalent stationary frame transfer function. Therefore, for the ideal and nonideal integrators of $G_{DC}(s) = k_I/s$ and $G_{DC}(s) = k_I/(1 + s/\omega_c))(k_I$ and $\omega_c << \omega$ represent the controller gain and cutoff frequency respectively), the derived generalized AC integrators $G_{AC}(s)$ are respectively expressed as follows:

$$G_{AC}(s) = \frac{Y(s)}{E(s)} = \frac{2k_Is}{s^2 + \omega^2}$$ (12.23)

$$G_{AC}(s) = \frac{Y(s)}{E(s)} = \frac{2k_I(\omega_s + \omega_c^2)}{s^2 + 2\omega_c + \omega_c^2 + \omega^2} \approx \frac{2k_I\omega_c^2}{s^2 + 2\omega_c + \omega^2}$$ (12.24)
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Figure 12.15  Bode plots of (a) ideal and (b) nonideal PR compensators with $k_P = 1$, $k_I = 20$, $\omega = 314$ rad/s and $\omega_c = 10$ rad/s

Equation (12.23), when grouped with a proportional term $k_P$, gives the ideal PR controller with an infinite gain at the AC frequency of $\omega$ (see Figure 12.15(a)) and no phase shift and gain at other frequencies. For $k_P$, it is tuned in the same way as for a PI controller, and it basically determines the dynamics of the system in terms of bandwidth, phase and gain margins. To avoid stability problems associated with an infinite gain, (12.24) can be used instead of (12.23)
Input and output of the resonant controller

Figure 12.16  Response of the resonant controller (12.23) when excited by a sinusoidal input whose frequency matches the controller resonant frequency.
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The scheme of the resonant control in a stationary frame in the case of a three-phase system is reported in Figure 12.17. It can be observed, comparing Figure 12.17 and Figure 12.7, that the complexity of the calculations has been significantly reduced as there is no more need for the grid voltage feed-forward and cross-coupling terms. Moreover, in order to have a perfect equivalence the scheme of Figure 12.7 should be used twice (one for the positive sequence and the other for the negative sequence), as reported in Figure 12.8.

12.3.5 Harmonic Compensation

The decomposition of signals into harmonics with the aim of monitoring and controlling them is a matter of interest for various electric and electronic systems. There have been many efforts to approach scientifically typical problems (e.g. faults, unbalance, low-frequency EMI) in
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Figure 12.18  Multiple synchronous reference frames: (a) tracking the 5th (negative sequence) and 7th (positive sequence) harmonics typical of (b) three-phase power systems

power systems (power generation, conversion and transmission) through harmonic analysis. The use of multiple synchronous reference frames (MSRFs), early proposed for the study of induction machines, allows compensation for selected harmonic components in the case of two-phase motors, unbalance machines or in grid-connected systems (see Figure 12.18).

The harmonic components of power signals can be represented in stationary or synchronous frames using phasors. In the case of synchronous reference frames each harmonic component is transformed into a DC component (frequency shifting) [18]. If other harmonics are contained in the input signal, the DC output will be disturbed by a ripple that can easily be filtered out. The filtered signal can be transformed back and the result is that the harmonic whose pulsation is the frame angular speed passes through the process while the others are stopped. The result is a very selective action obtained with a first-order low-pass filter implemented in a synchronous frame; it can be demonstrated that the same result can be obtained with a higher-order digital filter in a stationary frame. The use of a synchronous frame has been very successful in controlling power electronic and electric drive systems and can be correctly interpreted as a frequency shift. Hence the detection of many harmonics can be performed using MSRFs.

Then a PLL system can be used to detect the frequency and phase of the harmonic in order to select the proper speed of the synchronous frame. Hence the reliability of the harmonic detection still relies on the PLL behaviour.

If the current controller should be immune to the grid voltage harmonic distortion (mainly the 3rd and 5th in single-phase systems and the 5th and 7th in three-phase systems), then the major possibilities are based on low-pass and high-pass filters. In the first case it is possible to compensate selectively each harmonic using a frame rotating at a speed multiple of the fundamental one or a nested multiple frame rotating at reduced speed, or to use resonant filters in the same stationary $\alpha\beta$ frame [19].

In the following the approach based on low-pass filtering, both with synchronous $dq$ frames and stationary $\alpha\beta$ frames, is discussed, since the approach based on high-pass filtering is used more for active filters.
12.3.5.1 Harmonic Compensation by Means of Synchronous $dq$ Frames

As already pointed out, there are two possible approaches employing rotating frames and low-pass filtering. The first (shown in Figure 12.19) is to consider one frame for each harmonic; hence if the harmonic controller is designed for an active filter application that should compensate the 5th and 7th harmonics generated by a phase-controlled thyristor bridge or diode rectifier. Then two controllers should be implemented in two frames rotating at $-5\omega$ and $7\omega$ (because the 5th harmonic generated by that load is an inverse sequence and the 7th is a direct one) (see Figure 12.20). The second possibility is to consider nested frames, i.e. to implement in the main synchronous frame two controllers in two frames rotating at $6\omega$ and $-6\omega$ (see Figure 12.21). It should be noted that it is not possible to use only a $6\omega$ rotating frame to compensate both the 5th inverse and 7th direct sequences, on the basis of the idea that both generate a 6th harmonic in the synchronous frame, because $-5\omega - \omega = -6\omega$ and $7\omega - \omega = 6\omega$. Hence they generate six-order harmonics of different sequences. As a conclusion both solutions are equivalent also in terms of the implementation burden because in both cases two controllers are needed.

12.3.5.2 Harmonic Compensation by Means of Stationary $\alpha\beta$ Frames

Besides single frequency compensation (obtained with the generalized integrator tuned at the grid frequency), selective harmonic compensation can also be achieved by cascading several resonant blocks tuned to resonate at the desired low-order harmonic frequencies to be compensated. As an example, the transfer functions of an ideal and a nonideal harmonic compensator (HC) designed to compensate for the 3rd, 5th and 7th harmonics (as they are the most prominent harmonics in a typical current spectrum) are given as

$$G_h(s) = \sum_{h=3,5,7} \frac{2k_h s}{s^2 + (h\omega)^2}$$  \hspace{1cm} (12.25)
Figure 12.20 Current control structure of the three-phase grid inverter with 5th and 7th harmonic compensation using 5th and 7th dq reference frames

\[ G_h(s) = \sum_{h=3,5,7} \frac{2k_h\omega_c s}{s^2 + 2\omega_c s + (h\omega)^2} \]  

(12.26)

where \( h \) is the harmonic order to be compensated and \( k_h \) represents the individual resonant gain, which must be tuned relatively high (but within the stability limit) in order to minimize the steady-state error. An interesting feature of the HC is that it does not affect the dynamics of the fundamental PR controller, as it compensates only frequencies that are very close to the selected resonant frequencies.
Grid Current Control

Figure 12.21 Current control structure of the three-phase grid inverter with 5th and 7th harmonic compensation using 6th and −6th dq reference frames nested in the main

Figure 12.22 shows the resonant compensators as well as the Bode plot of the closed loop. It has been shown in Figure 12.13 and commented in the text that as $\omega_c$ gets smaller, $G_h(s)$ becomes more selective (narrower resonant peaks). However, using a smaller $\omega_c$ will make the filter more sensitive to frequency variations, lead to a slower transient response and make the filter implementation on a low-cost 16-bit DSP more difficult due to coefficient quantization and round-off errors. In practice, $\omega_c$ values between 5 and 15 rad/s have been found to provide a good compromise.

Figure 12.23 shows the harmonic compensation that is possible to achieve with the resonant harmonic compensators; similar results can be achieved with compensation using the
Figure 12.22  Resonant filter for filtering 3rd, 5th and 7th harmonics: (a) block representation and (b) Bode plot of the closed loop
synchronous $dq$ frames. A third option that can give similar results is to use resonant compensators in $dq$ frames [20].

12.4 Modulation Techniques

The most widely used open-loop pulse-width modulation methods are carrier-based where the pulse widths are determined by comparing a modulating waveform and a triangular carrier. Characteristic parameters of these strategies are the ratio between amplitudes of modulating and carrier waves (called the modulation index $M$) and the ratio between frequencies of the same signals (called the carrier index $m$). These techniques differ for the modulating wave chosen with the goal to obtain a lower harmonic distortion, to shape the harmonic spectrum and to guarantee a linear relation between the fundamental output voltage and modulation index.
in a wider range. The space vector modulations are developed on the basis of the space vector representation of the converter AC side voltage. While the carrier-based representation can be adopted for both single-phase and three-phase converters, the space vector based one can be adopted only for three-phase converters. Since a complete review of modulations, already proposed in reference [21], is beyond the scope of this section the carrier-based approach will be adopted in the following in order to offer some basic concepts useful for single-phase and three-phase grid-connected converters.

According to the adopted implementation, analogue or digital, the modulations are defined as natural sampled or regular sampled methods respectively. Regular sampling can be symmetric, when the modulating wave is sampled at a frequency equal to that of the carrier wave, or asymmetric, when the modulating wave is sampled at twice the frequency of the carrier wave.

Among these techniques we can also mention the suboptimal and flat-top modulation strategies, only for three-phase converters, where the asymmetrical sampled modulating wave is derived from a procedure of optimization of a particular performance factor, e.g. the minimization of the output current THD. This procedure results in a modulating wave composed of a sinusoidal fundamental component with a zero sequence signal that allows the linear operating range of the modulation to be extended. Thus in the overmodulation range the use of particular shaped modulating waves allows better performances to be obtained with regards to both signal quality and control effectiveness [8].

As these improvements of the PWM low-frequency range are obtained by modifying the modulating signals, improvements in the PWM carrier and sidebands harmonics (above the switching frequency) can be obtained by acting on the carrier signal. The resulting modulations are called random modulation techniques. Their aim is to modify the harmonic spectrum of the standard PWM voltage signal, characterized by some dominant harmonics grouped around multiples of the switching frequency. These harmonics produce an annoying noise that can disturb people near the PWM electric drives (e.g. the workers of a factory or the passengers on a metro train). Random modulations can guarantee a reduction of the noise but have never been employed in industrial mass-produced drives. Moreover, the spread of harmonics in the PWM spectrum makes it more difficult to design the grid filter. For these reasons the random techniques are not discussed in this chapter.

The pulse-width modulation strategy has a deep impact not only on the quality of the grid current but also on the design of the grid-connected power converter and on the grid filter. In fact the chosen PWM determines the converter current ripple and hence the design of the inductor with respect to the saturation level of the magnetic core. Moreover, depending on the produced current ripple and on the current ripple acceptable by the grid it is possible to design an LCL filter to connect the converter to the grid, as discussed in Chapter 11.

The PWM techniques can be compared on the basis of range of linear operation, switching losses and produced harmonic distortion. The first parameter is the range where the control characteristic (fundamental voltage as a function of the modulation index) of the PWM technique is a linear function (Figure 12.24). It is recommended that the PWM converter operates within this range in order not to introduce a nonlinearity in the control loop. Hence the maximum fundamental voltage that the PWM converter can produce operating with a linear behaviour is usually considered in the converter design process. If this voltage is not equal or higher than the grid voltage, it is needed to increase the chosen DC voltage level. Hence a modulation with an extended range of linear operation needs a lower DC voltage level.
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The second parameter, the switching losses, depends on the chosen modulation technique that determines the carrier and sideband harmonics. The switching losses are an important part of the overall converter losses and have an impact on the overall efficiency.

The third parameter, the produced harmonic distortion, certifies the harmonic quality of the PWM techniques. For example, it can be used for the weighted total harmonic distortion:

$$WTHD = \sqrt{\frac{\sum_{n=2}^{\infty} \frac{V_n^2}{n^2}}{V_1}}$$

(12.27)

The first two parameters have a strong influence on the converter design.

In the following, single-phase modulations (unipolar and bipolar types) and three-phase suboptimal modulations are briefly reviewed. Then for higher power applications or for applications characterized by several separated sources, they are typically adopted for more complex power converter configurations (e.g. neutral point clamped) or for the use of cascaded-connected converters or parallel-connected converters. The multilevel modulation, for the first two cases, and the interleaved modulation, for the last one, is briefly reviewed. The section is closed by a discussion on the operating limits of the grid converter, which are functions of the chosen AC voltage control.
12.4.1 Single-Phase

The basic single-phase inverter topologies can be half-bridge and full-bridge (Figure 12.25). The main elements for a comparison, in the case of grid-connected applications, are:

- The number of bidirectional switches (two for the half-bridge and four for the full-bridge).
- The switches voltages (double of the rated line voltage for the half-bridge and the rated line voltage for the full-bridge).
- The capacitor current, which also has a fundamental frequency component in the case of the half-bridge.
- The number of sensors (the half-bridge topology also needs one voltage sensor more to manage the balance between the two capacitor voltages).
- The algorithm complexity needed for the two converters (the half-bridge also needs a controller for the DC voltage balance).
- The modulation (the half-bridge allows only a bipolar PWM while the full-bridge allows a unipolar PWM with a better harmonic content).

In the case of asymmetrical sampling (sampling of the modulating signal on both the carrier edges), the produced bipolar voltage (shown in Figure 12.25) is

\[
v(t) = \frac{4V_{dc}}{\pi} \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \frac{1}{q} J_n \left( q \frac{\pi}{2} M \right) \sin \left( [m + n] \frac{\pi}{2} \right) \cos \left( m \omega_0 t + n \omega_c t \right) \quad (12.28)
\]

where \( M \) is the amplitude modulation coefficient, \( \omega_0 \) is the pulsation of the modulating signal, \( \omega_c \) is the pulsation of the carrier signal, \( J_n \) is the Bessel function of order \( n \) and \( q = m + n (\omega_0 / \omega_c) \). In the bipolar PWM signal reported in (12.28) the odd harmonic sideband components around the odd multiples of the carrier fundamental and even harmonic sideband components around even multiples of the carrier fundamental are completely eliminated as well as even low-ordered baseband harmonics.

In the case of the full-bridge it would be possible to modulate the two legs together to obtain a bipolar PWM signal or to adopt the unipolar modulation where, as shown in Figure 12.26,
Figure 12.26  Bipolar PWM ($m = 15$, $M = 0.4$)
the two legs of the bridge are modulated with opposite modulating signals. In the case of asymmetrical sampling, the produced voltage is

\[
v(t) = 2V_{dc} M \cos(\omega_0 t) + \frac{8V_{dc}}{\pi} \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} \frac{1}{2m} J_{2n-1}(m\pi M) \cos((m + n - 1)\pi) \cos(2m\omega_c t + [2n - 1]\omega_0 t)
\]

Due to the unipolar PWM the odd carrier and associated sideband harmonics are completely cancelled, leaving only odd sideband harmonics \((2n - 1)\) terms and even \((2m)\) carrier groups (Figure 12.27).

### 12.4.2 Three-Phase

The basic three-phase modulation is obtained by applying a bipolar modulation to each of the three legs of the converter. The modulating signals have to be 120° displaced. The phase-to-phase voltages are three levels of PWM signals that do not contain triple harmonics. If the carrier frequency is chosen as a multiple of three, the harmonics at the carrier frequency and at its multiples are absent. Figure 12.28 summarizes the previous considerations. Moreover, in Figure 12.28 the DC current and the transistor/diode current are also reported.

In the case of three-phase modulations it is possible to increase the range of linear operation and decrease the switching losses with respect to the single-phase case by adding a zero sequence signal to the modulating signals. This zero sequence signal has no influence on the grid due to the fact that the neutral is not connected.

Practically, depending on the form of the zero sequence voltage added to the modulating signal, there are six to seven methods of interest (Figure 12.29). The classical sinusoidal modulation, indicated with SPWM (sinusoidal PWM), has no zero sequence components. Then there are continuous and discontinuous modulations.

The continuous modulations reported in Figure 12.29 are:

- Sinusoidal PWM with the third harmonic injected (THIPWM). If the third harmonic has an amplitude of 25% of the fundamental the minimum current harmonic content is achieved; if the third harmonic is 17% of the fundamental the maximal linear range is obtained.
- Suboptimum modulation (subopt). A triangular signal is added to the modulating signal. In the case where the amplitude of the triangular signal is 25% of the fundamental the modulation corresponds to the space vector modulation (SVPWM), with symmetrical placement of the zero vectors in the sampling time.

The discontinuous modulations formed by unmodulated 60° segments reported in Figure 12.29 are:

- Symmetrical flat top modulation, also called DPWM1.
- Asymmetrical shifted right flat-top modulation, also called DPWM2. It is worth noting that there is also the 'asymmetrical shifted left flat-top modulation', called DPWM0.

The use of unmodulated segments aims to obtain lower switching losses (average 33%).
Figure 12.27  Unipolar PWM \((m = 15, M = 0.8)\)
Figure 12.28  Three-phase sinusoidal PWM

Figure 12.29  Different continuous and discontinuous three-phase modulations
12.4.3 Multilevel Modulations

Multilevel voltage source converters have been introduced for MVA applications, but their application has also been extended to very low power level cases such as audio amplifiers. In fact, the use of multilevel converters allows not only reduced stress for the semiconductor devices, greatly reducing failures and significantly extending the life of the converter, the possibility to avoid step-up/step-down transformers and/or stacks of series-connected semiconductors, but also lower harmonic pollution and hence smaller AC filters. As a consequence, even if the dominant use of multilevel converters is to deal with high-voltage conversion, the correct design of the multilevel modulation also allows the harmonic content of the voltage waveform to be reduced and hence smaller AC filters can be adopted.

The neutral point clamped multilevel converter (Figure 12.30) is one of the most successful converters in high-power wind turbine systems, as described in Chapter 6. The multilevel configuration weak point, the presence of many DC voltages, can be turned into an advantage in the case where many low voltage DC sources are available, as in the case of PV strings (as discussed in Chapter 2). Hence the use of a cascade-bridge multilevel configuration, as reported in Figure 12.31, can solve the problem of connecting many low-voltage PV strings with different irradiance/temperature conditions and leaving the possibility of managing the different power transfer without DC/DC converters. Moreover, in case electric isolation is needed (as requested by some national grid codes) it is possible to use transformers with different turn ratios to increase the number of levels that it is possible to obtain by one DC voltage source [22].

However, the solution is still limited by the high conduction losses (the same current flows through many semiconductors) as well as control and modulation problems. The control problems are generated by the fact that many DC voltages have to be controlled by the same
current \([24, 25]\) and modulation problems are related to the difficulties in minimizing the harmonic content if the DC voltages are different \([23]\).

The first multilevel converter has been the neutral point clamped type, designed to supply an induction motor drive. Later on other topologies have been introduced, such as the flying capacitor and the cascaded H-bridge, based on the use of series-connected H-bridge cells.

A complete study of the multilevel modulations is beyond the scope of the book and hence mainly the multilevel modulation for cascaded structures (Figure 12.32) will be briefly discussed. In fact, in this case it is straightforward to demonstrate that by adopting unipolar asymmetrical modulation for each bridge (as the one discussed in previous chapters) a proper displacement among the carrier minimum WTHD is achieved. The produced PWM voltage is \([21]\)

\[
v(t) = NV_{dc} M \cos(\omega_0 t) \\
+ \frac{4V_{dc}}{\pi} \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} \frac{1}{2m} J_{2n-1}(m\pi M) \cos([m + n - 1] \pi) \\
\sum_{i=1}^{N} \cos(2m\omega_c t + [2n - 1] \omega_0 t + 2m\theta_i)
\]

(12.30)

where \(N\) is the number of cascaded converters and \(\theta_i\) is the relative phase of the carrier signal applied to leg A of each converter. If the carriers are displaced as

\[
\theta_i = \frac{(i - 1)\pi}{N}
\]

(12.31)

for \(\forall m \neq kN, k = 1, 2, 3, \ldots\), it is possible to achieve harmonic cancellation up to the 2\(N\)th carrier multiple. In case the DC links are different (this can happen frequently if the PV arrays are under different irradiance conditions) it is possible to modify this technique in order to optimize the WTHD, as discussed in reference \([23]\).
Figure 12.32  Five-level multilevel PWM generated by a single-phase series-bridge cascaded inverter ($m = 15, M = 0.8$)

Figure 12.33 shows a five-level single-phase neutral point clamped inverter. Basically there are three possible NPC modulations:

- Alternative phase opposition (APOD) where carriers in adjacent bands are phase shifted by $180^\circ$.
- Phase opposition disposition (POD), where the carriers above the reference zero point are out of phase with those below zero by $180^\circ$.
- Phase disposition (PD), where all the carriers are in phase across all bands.

Figure 12.34 shows the results of a single-phase bridge (Figure 12.33) where each leg is modulated using the PD strategy capable of obtaining the best WTHD.

As regards the current control, the NPC and the cascaded structures differ. In the case of the NPC there is no substantial difference with respect to what was presented in the previous
sections since all the reviewed strategies are based on the use of the average model, which remains unchanged. In the case of the cascaded structure, the main difference is that several bridges are connected in series, sharing the current, and hence the current controllers should be coordinated [24, 25].

Figure 12.34  Five-level multilevel PWM generated by a single-phase neutral point clamped inverter  
($m = 15, M = 0.8$)
12.4.4 Interleaved Modulation

In the case where two or more converters are connected in parallel in order to increase the power rating of the overall conversion stage, as described in Chapter 6 for high-power converters, or to exploit several independent sources, as described in Chapter 2 for photovoltaic systems, shifting the carrier signals (interleaving modulation) reduces the harmonic content in the current using the same principle that leads cascaded converters to have a reduced harmonic content of the voltage. In fact, in both cases the harmonic signatures of the voltages produced by the converters are equal in magnitude but have phase differences generated by the fact that the carriers are shifted (see (12.30) and (12.31)). However, while in the case of cascaded converters the voltages are summed and hence the phase opposition of some harmonics leads to their cancellation in the overall voltage, in the case of parallel-connected converters the currents are summed and hence the obtained phase opposition of the harmonics leads to a reduced harmonic content in the current. Of course, in order to achieve the desired result in the case of parallel connected converters, each of them needs to have an inductance before it is connected in parallel to the others. In fact, since the harmonic cancellation can only be achieved in the current it is needed to transform voltage sources in current sources in order to parallel them safely.

Figure 12.35 shows the effects of interleaving modulation in the case of two parallel H-bridges, as shown in Figure 12.36. The ripple of the current can be reduced to 1/4.

12.5 Operating Limits of the Current-Controlled Converter

The current control methods have been reviewed under the assumption of an ideal behaviour of the grid-connected converter, without considering its physical nature (transistor and antiparallel
diodes) and the power rating. In the following some issues related to a real grid-connected converter will be discussed.

The grid-connected inverter has to produce an AC voltage at least equal to the grid voltage in order to control the injected grid current. In case of a fault on the grid the inverter may remain connected while not contributing with its current to the short-circuit current. Obviously this feature depends on the capability of the WT to limit or dissipate the produced power. In any case the control of the injected current to zero is indispensable in allowing an effective current control. The possibility of producing an AC voltage equal or higher with respect to the grid voltage depends on the modulation techniques and on the chosen DC voltage level. The natural DC link voltage, defined as the voltage obtainable if the transistors are not operating and their freewheeling diodes make the bridge act as a standard diode bridge, is \sqrt{2}E \text{ for the single-phase case and } \sqrt{6}E \text{ for the three-phase case. If this condition is not fulfilled full control of the grid current is not possible.}

However, to keep the switching losses down, it is desired to operate with a DC link voltage as low as possible. Typically the reference for the controlled DC link voltage is chosen as 5–10% above the natural DC link voltage (e.g. 600Vdc on a 400Vac grid). If a unity power factor is obtained:

\[ V^2 = E^2 + V_d^2 \] (12.32)

The voltage drop across the inductor \( V_d \) depends on the reactance of the inductance at the input frequency and upon the input current. The magnitude of the switching voltage vectors
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depends on the DC voltage level. This means that the maximum AC voltage \( V \) the inverter can generate in the linear PWM region also depends on the DC link voltage. The higher the DC and thus the possible converter voltage, the higher the voltage across the inductor can be obtained. As this inductor voltage is driving the current, this means that the higher the DC voltage, the higher the input power (for a given inductance).

Once defined, the modulation index \( M \) is

\[
M = 2\sqrt{2} \frac{V}{V_{dc}}
\]

(12.33)

where \( V_{dc} \) is the average DC voltage. If a sinusoidal modulation is used the maximum modulation index in the linear region is \( M_{MAX} = 1 \); thus the maximum RMS fundamental voltage that is obtainable in the linear region, if the DC link is charged to 600 V, is \( V_{MAX} = 212 \) V. If a space vector modulation is adopted, \( M_{MAX} = 1.154 \) and \( V_{MAX} = 245 \) V.

Assuming the grid side resistance to be zero and neglecting the converter losses:

\[
P = 3EI = 3E \frac{V_d}{\omega L}
\]

(12.34)

Substituting (12.32) and (12.33) in (12.34) gives

\[
P = 3E \frac{\sqrt{M^2 V_{dc}^2/8 - E^2}}{\omega L}
\]

(12.35)

This means that the higher the DC voltage and the smaller the inductance, the higher is the power rating of the converter.

Another important limitation is related to the sharing of the current between the transistor and the antiparallel diode. This depends on the displacement between the grid voltage and the converter voltage and on the modulation index. The cosine of the angle between the grid voltage vector and the converter voltage vector is

\[
\cos \delta = \frac{E}{V} = \frac{E}{\sqrt{E^2 + V_d^2}} = \frac{1}{\sqrt{1 + (V_d/E)^2}}
\]

(12.36)

At unity power factor the angle \( \delta \) equals the angle between the converter fundamental voltage and the current. This angle influences the conduction ratio of the diodes and the transistors.

The modulation index has influence too. From (12.32) and (12.33):

\[
M = \frac{2}{\sqrt{3}} \frac{\sqrt{E^2 + V_d^2}}{Ek_{boost}} = \frac{2}{\sqrt{3}} \frac{\sqrt{1 + (V_d/E)^2}}{k_{boost}}
\]

(12.37)

where \( k_{boost} \) is the gain respect to the natural DC voltage and if the p.u. notation for \( L \) is used, \( L = V_d/E \).

If the inverter is generating power the transistors will conduct the major part of the time. Assuming that \( M = 1 \) and \( \delta = 0 \), the conduction ratio of transistors to diodes would be 0:1.
From (12.36) and (12.37) result that the product of the modulation index $M$ and the cosine of the displacement will always be constant:

$$M \cos \delta = \frac{2}{\sqrt{3}k_{\text{boost}}}$$  \hspace{1cm} (12.38)

This factor is a good approximation to the current sharing ratio of transistors and diodes. The transistors are conducting about 93% of the current while the load on the diodes is very low. In this situation the load on the transistors is slightly higher than for normal inverter operation on an induction motor. This is due to the small displacement angle $\delta$ of the grid inverter compared to a typical phase angle of the stator current of an induction motor.

### 12.6 Practical Example

It is requested that the current control, implemented on a digital system, should be designed for a three-phase converter connected to the grid.

**Data**

(a) LCL-filter parameters  
(b) AC line-to-line grid voltage amplitude  
(c) DC bus voltage  
(d) Sampling frequency  
(e) Switching frequency

**Required steps for design/simulation**

1. Choice of the modulation. The ratio of the natural DC voltage to the actual DC voltage determines the required maximum needed modulation index (neglecting possible grid overvoltage) and whether a zero sequence injection is needed in the modulating signal to increase the linear operating range of the PWM.
2. Choice of the current control PI in a synchronous $dq$ frame.
3. Design of the current control:
   (a) Compensation of the cross-coupling terms $\omega Li_d(t)$ and $\omega Li_q(t)$ that make the two current equations not independent (see (12.3)).
   (b) Feed-forward of the grid voltage $dq$ components $e_d(t)$ and $e_q(t)$.
   (c) Once the compensation of the grid influence and of the cross-coupling effects are completed, the controllers for both $d$ and $q$ axis currents can be designed on the basis of the following plant transfer function:

$$G(s) = \frac{1/R}{1 + Ts}$$  \hspace{1cm} (12.39)

The two current loop controllers could be designed on the basis of the same time constant $T = L/R$. Two PI-based controllers can be used to perform the control action.
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They have the following form in the S domain:

\[ D(s) = \frac{k_P (1 + T_I s)}{T_I s} \quad (12.40) \]

with \( k_P \) the proportional gain and \( T_I \) the time constant of the integrator. The delays present in the current control loop are the modulator delay and the processing delay. The modulator has a time constant that is usually settled to half of the sampling period \((T_M = T_s/2)\) because this is the average time of the modulator to produce the desired voltage (chosen by the controller). Then there is one processing delay \( T_s \) due to the computational device. The two delays can be grouped together and the time constant is the sum of the two time constants.

Choosing the PI integrator time constant \( T_I \) equal to the plant time constant \( T_p \), the current closed-loop transfer function in the S domain is

\[ H(s) = \frac{2k_P}{3T_s L} \frac{1}{s^2 + \frac{2}{3T_s} s + \frac{2k_P}{3T_s L}} \quad (12.41) \]

This means that

\[ \omega_n^2 = \frac{2k_P}{3T_s L} \]
\[ \zeta \omega_n = \frac{1}{3T_s} \quad (12.42) \]

Choosing to have a system optimally damped (i.e. with a 5% overshoot) leads to \( \zeta = 0.707 \) and thus to

\[ k_P = \frac{L}{3T_s} \quad (12.43) \]

If the current control loop is adjusted to be optimally damped the following first-order approximation can be useful when calculating the bandwidth of the system:

\[ H_c(s) \approx \frac{1}{1 + 3T_s s} \quad (12.44) \]

and the bandwidth frequency \( f_{bi} \) is

\[ f_{bi} = \frac{1}{6\pi T_s} \approx \frac{1}{20T_s} \quad (12.45) \]
(d) The digital implementation of the PI-based regulator obtained with the backward discretization rule is

\[
D(z) = k_p \frac{\left(1 + \frac{T_s}{T_I}\right) z - 1}{z - 1} \tag{12.46}
\]

However, in order to limit the integral action and to apply a suitable anti-wind-up system for the integrator, the term \(1/s\) is discretized separately and the controller can be written in the time domain as

\[
u_P(k) = k_p \Delta i(k)
\]

\[
u_I(k) = \frac{T_s}{T_I} u_P(k) + u_I(k - 1)
\]

\[
u_{PI}(k) = u_P(k) + u_I(k)
\]

Anti-wind-up can be designed to limit both \(u_I\) and \(u_{PI}\) with the same saturation values or by adding the following term to \(u_I\):

\[
u_{AW}(k) = \begin{cases} 
(\Delta i(k) > U_{I,MAX})(U_{I,MAX} - \Delta i(k)) \\
+ (\Delta i(k) < -U_{I,MAX})(-U_{I,MAX} - \Delta i(k)) / T_s
\end{cases}
\]

\[
\tag{12.48}
\]

Moreover, (12.47) should be rewritten for the \(d\) and \(q\) axes considering the cross-coupling terms:

\[
u_{pd}(k) = k_p \Delta i_d(k)
\]

\[
u_{Id}(k) = \frac{T_s}{T_I} u_{pd}(k) + u_{Id}(k - 1)
\]

\[
u_{PId}(k) = u_{pd}(k) + u_{Id}(k)
\]

\[
u_{Idav}(k) = e_d(k) - u_{PId}(k) + \omega L_i q(k)
\]

\[
u_{pq}(k) = k_p \Delta i_q(k)
\]

\[
u_{Iq}(k) = \frac{T_s}{T_I} u_{pq}(k) + u_{Iq}(k - 1)
\]

\[
u_{PIq}(k) = u_{pq}(k) + u_{Iq}(k)
\]

\[
u_{Iqav}(k) = e_q(k) - u_{PIq}(k) - \omega L_i d(k)
\]

\[
\tag{12.49}
\]

**Required steps for laboratory setup**

1. Before starting the system:
   
   (a) Check the correct wiring of the system and of the coordination of sensors and PWM signals. (Are the current sensor of the phase ‘a’ and the voltage sensor of the phase ‘a’ on the same wire? Is the PWM driving signal of phase ‘a’ connected to the converter leg of phase ‘a’?) If ‘no’ then modify the wiring.
Grid Current Control

Grid Current Control

(b) Check the synchronization of the inverter grid. Is the duty cycle commanded by the control in phase with the grid voltage? If ‘no’ go to 1.a.
(c) Is the duty cycle in saturation? If ‘no’ check the anti-wind-up (12.48).

2. Starting up the system for the first time. Use a four-channel oscilloscope with two AC voltage probes (one for the grid and the other for the converter voltages), an AC current probe and a DC voltage probe (for the DC voltage) in the single acquisition mode with a trigger on the grid current. If overcurrent is found at startup:
   (a) Is the AC voltage a PWM signal? If ‘no’ check the PWM and the control signal (saturation) and go to 1.b.
   (b) Is the DC voltage increasing? If ‘yes’ check the current sensor’s positive terminal connection.

3. Verify the system performance:
   (a) Are the $d/q$ currents tracking their references? If ‘no’ check the integral action and the saturation of the controller.
   (b) Is there any evidence of resonance? If ‘yes’ detune the current controller, check inductance values and consider inductor saturation or LCL filter resonance (Chapter 11).
   (c) After programming a step in the $d$ reference current, is the actual current response characterized by an overshoot in accordance with the designed system damping? If ‘no’ check the inductance values and consider inductor saturation or LCL filter resonance (Chapter 11).

12.7 Summary

This chapter closes the book by discussing some basic concepts on modulation and current control of grid-connected converters. In fact the modulation and the current control are the core of the grid-connected converter and the actuators of the active/reactive power control. The chapter has been structured to present some of the possible alternatives in the choice of the PWM and current control strategies.

The main modulation techniques (bipolar/unipolar, single-phase/three-phase, multilevel and interleaved) as well as the basic mathematical elements to deal with them and their harmonic content have been presented.

As for the current control: the main $dq$ frame implementation (PI and deadbeat) and the emerging resonant controller base approach in the $a/b$ stationary frame have been considered. Finally, harmonic compensation strategies have been considered.

A practical example of how to design and implement a three-phase converter grid connected has been presented.
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Appendix A

Space Vector Transformations of Three-Phase Systems

A.1 Introduction

A generic three-phase electrical system consists of a set of three voltages and three currents interacting with each other to deliver electrical power. A practical three-phase system cannot be considered as the simple addition of three independent single-phase subsystems. Actually, particular relations exist between the phase variables of a three-phase system, such as those resulting from the Kirchhoff laws or regarding phase sequences, which invite the application of certain space vector transformations to obtain a more elegant and meaningful representation of its variables. Generally, the control system of a power converter connected to a three-phase system is based on these transformed variables. This appendix reviews the most commonly used space vector transformations and highlights their applications in control grid-connected power converters.

A.2 Symmetrical Components in the Frequency Domain

In 1918, a young engineer from the Westinghouse Electric and Manufacturing Company in Pittsburgh, C. L. Fortescue, proposed a method for analysing unbalanced polyphase networks, which offered a new point of view in the analysis of three-phase systems and soon became known as the method of symmetrical components [1]. In simple mathematical terms, this method consists of a system of Lagrangian reference frames following the different sequences existing in a generic polyphase system, which results in a coordinate system especially suited to analyse all types of polyphase problems. The symmetrical components method allows decomposition of the steady-state phasors of an unbalanced three-phase system into a set of sequence components, namely the positive-, the negative- and the zero-sequence components. This new approach not only offered an elegant and systematic method for analysing polyphase systems under unbalanced sinusoidal conditions, but also allowed a rigorous explanation, with mathematical and physical meaning, of the phenomena that take place under such operating conditions.
The steady-state voltage waveforms of a three-phase unbalanced system together with their phasor representation on a Gauss plane are shown in Figure A.1.

Applying the symmetrical components method, these three unbalanced phasors representing the three-phase voltages can be transformed into a new set of three phasors representing the sequence components of one of the phases of the three-phase system. For example, the positive-, negative- and zero-sequence phasors of phase \( a \) (\( \vec{V}^+_a \), \( \vec{V}^-_a \) and \( \vec{V}^0_a \)) can be calculated by the following transformation matrix:

\[
\begin{align*}
\mathbf{V}_{+0(a)} &= [T_{+0}] \mathbf{V}_{abc} \\
\end{align*}
\] (A.1)

with

\[
\mathbf{V}_{abc} = \begin{bmatrix} \vec{V}_a \\ \vec{V}_b \\ \vec{V}_c \end{bmatrix} = \begin{bmatrix} V_a \angle \theta_a \\ V_b \angle \theta_b \\ V_c \angle \theta_c \end{bmatrix}, \quad \mathbf{V}_{+0(a)} = \begin{bmatrix} \vec{V}^+_a \\ \vec{V}^-_a \\ \vec{V}^0_a \end{bmatrix} = \begin{bmatrix} V^+_a \angle \theta^+_a \\ V^-_a \angle \theta^-_a \\ V^0_a \angle \theta^0_a \end{bmatrix}
\]

\[
[T_{+0}] = \frac{1}{3} \begin{bmatrix} 1 & \alpha & \alpha^2 \\ 1 & \alpha^2 & \alpha \\ 1 & 1 & 1 \end{bmatrix}
\] (A.2)

where \( \alpha = e^{j2\pi/3} = 1\angle120^\circ \) is known as the Fortescue operator. The phasors representing the sequence components for phases \( b \) and \( c \) are given by

\[
\begin{align*}
\vec{V}^+_b &= \alpha^2 \vec{V}^+_a; \quad \vec{V}^-_b = \alpha \vec{V}^-_a \\
\vec{V}^+_c &= \alpha \vec{V}^+_a; \quad \vec{V}^-_c = \alpha^2 \vec{V}^-_a
\end{align*}
\] (A.3)
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The inverse transformation to pass from the phasors representing symmetrical components of phase \( a \) to the phasors representing the unbalanced phase voltages is given by

\[
V_{abc} = [T_{+0}]^{-1} V_{+0(a)}
\]  
(A.4)

with

\[
[T_{+0}]^{-1} = \begin{bmatrix}
1 & 1 & 1 \\
\alpha^2 & \alpha & 1 \\
\alpha & \alpha^2 & 1
\end{bmatrix}
\]  
(A.5)

As an example, the phasors representing the sequence components of the unbalanced voltages of Figure A.1, together with their corresponding instantaneous waveforms, are shown in Figure A.2.

A.3 Symmetrical Components in the Time Domain

Lyon extended the work of Fortescue and applied the method of the symmetrical components in the time domain [2]. When the Fortescue transformation matrix of (A.2) is applied to the following set of three-phase unbalanced sinusoidal waveforms:

\[
v_{abc} = \begin{bmatrix}
v_a \\
v_b \\
v_c
\end{bmatrix} = v_{+abc} + v_{-abc} + v_0
\]

the resultant instantaneous variables are given by

\[
v_{+0} = [T_{+0}] v_{abc}
\]  
(A.7)

\[
v_{+0} = \begin{bmatrix}
v_+ \\
v_-
\end{bmatrix} = \begin{bmatrix}
\frac{1}{2} V^+ e^{j\omega t} + \frac{1}{2} V^- e^{-j\omega t} \\
\frac{1}{2} V^+ e^{-j\omega t} + \frac{1}{2} V^- e^{j\omega t} \\
V^0 \cos(\omega t)
\end{bmatrix}
\]  
(A.8)

It is worth mentioning that the Lyon transformation is usually defined by the following normalized matrix:

\[
[T'_{+0}] = \sqrt{3} [T_{+0}] = \frac{1}{\sqrt{3}} \begin{bmatrix}
1 & \alpha^2 & \alpha^2 \\
1 & \alpha & \alpha \\
1 & 1 & 1
\end{bmatrix}
\]  
(A.9)

where \([T'_{+0}]^{-1} = [T'_{+0}]^T\).
Figure A.2  Sequence components of the unbalanced three-phase system of Figure A.1: (a) positive-sequence phasors, (b) negative-sequence phasors and (c) zero-sequence phasors
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From (A.8) it can be concluded that, independently of the scale factor used in the Lyon transformation, the resulting vector consists of two complex elements, \( \vec{v}^+ \) and \( \vec{v}^- \), plus a real element \( v^0 \). The complex elements \( \vec{v}^+ \) and \( \vec{v}^- \) can be represented by instantaneous space vectors, having the same amplitude and rotating in opposite directions. Therefore, \( \vec{v}^+ \) and \( \vec{v}^- \) should not be mistaken for the positive- and negative-sequence voltage vectors \( v_{abc}^+ \) and \( v_{abc}^- \). The real element \( v^0 \) is directly related to the zero-sequence component of the original three-phase voltage vector.

To calculate the positive- and negative-sequence voltage vectors, \( v_{abc}^+ \) and \( v_{abc}^- \), from the unbalanced input vector \( v_{abc} \), it is necessary to translate the Fortescue operator, \( \alpha \), from the frequency domain to the time domain. This translation can be performed by using a simple time-shifting operator, provided the frequency of the sinusoidal input is a well-known magnitude. In such a case, a \( 2/3T \) time-shifted sinusoidal signal, with \( T \) the signal period, can be understood as a 120° leaded version of the original sinusoidal signal. This operator in the time domain is named \( a \) in this appendix. Since \( \alpha = -1/2 + j\sqrt{3/2} \), the \( a \) operator can be implemented by using a proper filter to generate the 90° phase-shifting associated to the \( j \) operator [3]. As an example, Figure A.3 shows a simple implementation of the \( a \) operator based on a second-order low-pass filter (LPF) tuned at the input frequency with a damping factor \( \xi = 1 \). The \( a^2 \) operator can be implemented by multiplying the output signal of the LPF by \( -1 \).

Therefore, the following expressions can be used to calculate the instantaneous positive- and negative-sequence components of \( v_{abc} \):

\[
\begin{align*}
\mathbf{v}_{abc}^+ &= [T_+] \mathbf{v}_{abc}; & &\begin{bmatrix} v_a^+ \\ v_b^+ \\ v_c^+ \end{bmatrix} = \frac{1}{3} \begin{bmatrix} 1 & a & a^2 \\ a^2 & 1 & a \\ a & a^2 & 1 \end{bmatrix} \begin{bmatrix} v_a \\ v_b \\ v_c \end{bmatrix} \\
\mathbf{v}_{abc}^- &= [T_-] \mathbf{v}_{abc}; & &\begin{bmatrix} v_a^- \\ v_b^- \\ v_c^- \end{bmatrix} = \frac{1}{3} \begin{bmatrix} 1 & a^2 & a \\ a & 1 & a^2 \\ a^2 & a & 1 \end{bmatrix} \begin{bmatrix} v_a \\ v_b \\ v_c \end{bmatrix}
\end{align*}
\]

(A.10)

(A.11)

A.4 Components \( \alpha \beta 0 \) on the Stationary Reference Frame

Since the complex elements \( \vec{v}^+ \) and \( \vec{v}^- \) in (A.8) are not independent from each other, only three independent real components can be found among the elements resulting from the transformation of (A.7). Therefore, a possible set of independent elements can be defined
from (A.8) as \( \{\Re(\vec{v}^+), \Im(\vec{v}^+), v^0\} \), although other combinations are also possible. At this point, the following real transformation matrix can be written:

\[
\begin{bmatrix}
\Re(\vec{v}^+) \\
\Im(\vec{v}^+) \\
v^0
\end{bmatrix} = \frac{1}{3}
\begin{bmatrix}
1 & \Re(\alpha) & \Re(\alpha^2) \\
0 & \Im(\alpha) & \Im(\alpha^2) \\
1 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
v_a \\
v_b \\
v_c
\end{bmatrix}
\]

(A.12)

A similar reasoning caused Clarke to reformulate the Lyon transformation and to propose the following transformation matrix [4]:

\[
v_{\alpha\beta0} = [T_{\alpha\beta0}] v_{abc}
\]

(A.13)

\[
\begin{bmatrix}
v_\alpha \\
v_\beta \\
v_0
\end{bmatrix} = \frac{2}{3}
\begin{bmatrix}
1 & -\frac{1}{2} & -\frac{1}{2} \\
0 & \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} \\
1 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
v_a \\
v_b \\
v_c
\end{bmatrix}
\]

(A.14)

where \([T_{\alpha\beta0}]^{-1} = [T_{\alpha\beta0}]^T\).

It is worth remarking here that the input and output vectors have the same norm when the normalized transformation of (A.14) is applied, i.e.

\[
v_a^2 + v_\beta^2 + v_0^2 = v_a^2 + v_b^2 + v_c^2
\]

(A.15)

As a consequence, when the normalized transformation of (A.14) is applied to the voltages and currents of a three-phase system, power calculations will give rise to equivalent results for both the abc and the \(\alpha\beta0\) reference frames, i.e.

\[
p = v_{\alpha\beta0} \cdot i_{\alpha\beta0} = v_{abc} \cdot i_{abc}
\]

(A.16)

The transformation \([T_{\alpha\beta0}]\) can be rescaled as shown in the following equation when the amplitude of the sinusoidal signals on the abc and the \(\alpha\beta0\) reference frames should be equal, i.e. when \(\bar{V}_a = \bar{V}_a\):

\[
\begin{bmatrix}
v_\alpha \\
v_\beta \\
v_0
\end{bmatrix} = \frac{2}{3}
\begin{bmatrix}
1 & -\frac{1}{2} & -\frac{1}{2} \\
0 & \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} \\
1 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
v_a \\
v_b \\
v_c
\end{bmatrix}
\]

(A.17)

The \(\alpha\beta0\) reference frame is graphically depicted in Figure A.4. In this figure, the \(\alpha\beta\) plane holds all the symmetrical vectors, i.e. those \(v_{\alpha\beta}\) vectors with no zero sequence (\(v_a + v_b + v_c = 0\)), whereas the 0 axis is aligned with the space diagonal of the abc reference frame.
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A.5 Components $dq0$ on the Synchronous Reference Frame

Any voltage vector rotating on the $\alpha\beta$ plane can be expressed on a synchronous reference frame by using the Park transformation [5]. As depicted in Figure A.5, the synchronous reference frame, also known as the $dq$ reference frame, is based on two orthogonal $dq$ axes, rotating at frequency $\omega$, which are placed at the $\theta = \omega t$ angular position on the $\alpha\beta$ plane. Thanks to its rotating character, this transformation has been extensively used in the analysis of electrical machines.

The transformation matrix to translate a voltage vector from the $\alpha\beta0$ stationary reference frame to the $dq0$ synchronous reference frame is given by

$$
v_{dq0} = [T_{dq0}] v_{\alpha\beta0} \quad \text{(A.18)}$$

![Figure A.4](image1)

**Figure A.4** Graphical representation of the $\alpha\beta0$ reference frame

![Figure A.5](image2)

**Figure A.5** Graphical representation of the $dq0$ reference frame
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\[
\begin{bmatrix}
  v_d \\
v_q \\
v_0
\end{bmatrix} = \begin{bmatrix}
  \cos(\theta) & \sin(\theta) & 0 \\
-\sin(\theta) & \cos(\theta) & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  v_\alpha \\
v_\beta \\
v_0
\end{bmatrix}
\] (A.19)

where \([T_{dq0}]^{-1} = [T_{dq0}]^T\). Therefore, the transformation matrix to translate a voltage vector from the \(abc\) stationary reference frame to the \(dq0\) synchronous reference frame is given by

\[
v_{dq0} = [T_\theta] \cdot v_{abc}
\] (A.20)

\[
\begin{bmatrix}
v_d \\
v_q \\
v_0
\end{bmatrix} = \sqrt{\frac{2}{3}} \begin{bmatrix}
\cos(\theta) & \cos(\theta - \frac{2\pi}{3}) & \cos(\theta + \frac{2\pi}{3}) \\
-\sin(\theta) & -\sin(\theta - \frac{2\pi}{3}) & -\sin(\theta + \frac{2\pi}{3}) \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{bmatrix}
\begin{bmatrix}
v_a \\
v_b \\
v_c
\end{bmatrix}
\] (A.21)

where \([T_\theta]^{-1} = [T_\theta]^T\).

The normalized transformations shown in (A.14) and (A.21) allow the norm of the voltage vector to be conserved in all the reference frames; thus

\[
v_d^2 + v_q^2 + v_0^2 = v_\alpha^2 + v_\beta^2 + v_0^2 = v_a^2 + v_b^2 + v_c^2
\] (A.22)

Expressing voltage and currents using space vectors allows instantaneous phenomena in three-phase systems to be studied using an efficient and elegant formulation. This formulation is particularly useful to control active and reactive power components in three-phase systems.
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Appendix B

Instantaneous Power Theories

B.1 Introduction

Accurate knowledge of the currents to be injected into the grid for delivering a given power under generic grid conditions is a critical matter in the design of grid-connected power converters. The interaction between the power converter and the grid depends both on the power exchanged between both systems and on the strategy applied to determine the waveform of the injected currents.

Conventional definitions of active, reactive and apparent powers are based on theories developed and adopted in the 1930s. Such definitions have been applied successfully by electrical engineers in regular three-phase systems where voltages and currents were sinusoidal and balanced. However, changes that occurred in power systems throughout the twentieth century gave rise to a deep debate about the calculation of power components in such systems. Some factors causing such discussion are:

1. Currently, there is widespread usage of power electronics in power systems and it is expected that there will be a massive integration of this technology in future electricity networks. Currents and voltages associated with these equipments are not always sinusoidal and power flows should be properly calculated.
2. Intensive studies about power definitions in three-phase systems have been carried out in the last 30 years [1] and higher attention is currently paid to effects related to currents flowing through the neutral conductor, which has originated in an extension of the conventional instantaneous power theories in three-phase systems. New power measurement standards reflect this trend by including new definitions for such cases in which currents and voltages are not balanced sinusoidally [2, 3].
3. Traditional instrumentation is designed to work with sinusoidal waveforms at 50/60 Hz frequency and is prone to mistakes when waveforms are distorted and/or unbalanced. Moreover, advances in microprocessors allow new measuring equipments to be more flexible and precise, which are able to calculate electrical magnitudes based on complex mathematical models.
4. Power quality has been an issue of increasing interest over the last few years. Correct quantification of power flows is necessary in order to know accurately the costs of maintaining high-power quality rates.

5. New grid codes regulating the connection of renewable energy sources to the grid, mainly wind turbines and photovoltaics systems, pay especial attention to the active and reactive power to be delivered to the grid for supporting the grid frequency and voltage in the steady state and for improving the stability of the system during transient faults [4, 5].

Instantaneous power theories are a relevant issue in the design of power converter controllers for integrating renewable energies into the electrical grid. Although the first power definitions in the time domain came from the 1930s [6], it was not until the 1980s that Akagi stated an instantaneous power theory ($p-q$) that was well adopted by researchers and engineers working with power converters connected to three-phase three-wire systems [7, 8]. Later, in the 1990s, new theories appeared, dealing with three-phase four-wire systems [9–12]. In spite of some criticism, all these theories awoke a big interest among engineers and offered them a new tool for controlling grid-connected converters and analysing their interaction with the electrical grid.

The growing interest aroused in this area during the last few years should not induce one to think that the study of the active and nonactive components of the current in multiphase systems is a recent issue. In the early 1930s, Fryze set the basis of instantaneous active and nonactive current calculations in the time domain for single-phase systems. It was in the 1950s when Buchholz made a very transcendent contribution about the decomposition of currents in a generic multiphase system [13]. Later, in the early 1960s, Depenbrock extended Buchholz’s work and proposed the FBD method – in honour of Fryze, Buchholz and Depenbrock – to calculate instantaneously the active currents in a generic multiphase system [14].

In the studies conducted by Buchholz and Depenbrock, they considered that the power was transferred from a source to a load by using a generic multiphase system, in which all of its conductors have the same capability for transporting electrical energy. When the FDB method is applied to a three-phase three-wire system, the resultant active currents match those calculated using the $p-q$ theory – proposed by Akagi later. Actually, the expression determining the active currents in the $p-q$ theory is a particular case of the FDB method. However, the conceptual contribution performed by Akagi goes further than a simple current decomposition. Akagi introduced the imaginary power concept, which explains, clearly and with physical meaning, that the instantaneous exchange of energy occurred between the phases of a three-phase three-wire system as a consequence of the nonactive currents flowing through its conductors.

When working with three-phase four-wire systems, the active currents resulting from the FBD method differ from those obtained applying the instantaneous power theories proposed in the 1990s [15]. This is because both formulations stem from different approaches. While Depenbrock proposed the FBD method from a formal analysis based on the Kirchhoff laws of a generic multiphase system, most of the other theories come up from the mathematical updating of the $p-q$ theory originally proposed by Akagi.

The aim of this appendix is to make a short review of the most relevant theories on both instantaneous power calculation and current decomposition in order to acquire the necessary knowledge to calculate the reference currents for implementing advanced functionalities such as instantaneous active/reactive power control or harmonics compensation in grid-connected
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power converters under generic grid conditions. Taking into account that there are excellent books specifically focused on the instantaneous power theories [16], the number of power theories reviewed in this appendix has been limited to:

- 1932 – Fryze. Single-phase power definitions in the time domain.
- 1950 – Buchholz. Active currents in multiphase systems.
- 1962 – FBD method by Depenbrock. Calculation of power currents (instantaneous) for generic multiphase systems.
- 1983 – p-q theory by Akagi and others. Introduction of the instantaneous imaginary power.
- Generalization and modification of the p-q theory.
  - 1994 – Nabae and others. Reformulation of the p-q theory for three-phase four-wire systems.

B.2 Origin of Power Definitions at the Time Domain for Single-Phase Systems

Fryze can be considered as the main precursor of the modern power definitions in the time domain [17]. Power formulation proposed by Fryze was not based on the Fourier analysis, which made its practical application simpler since equipment like modern real-time spectrum analysers did not exist at that time.

From two generic single-phase voltage and current signals, \( v \) and \( i \), Fryze dealt with the following magnitudes in his power calculations:

- Rms voltage:
  \[
  V = \sqrt{\frac{1}{T} \int_{0}^{T} v^2 \, dt}
  \]  
  \( \text{(B.1)} \)

- Rms current:
  \[
  I = \sqrt{\frac{1}{T} \int_{0}^{T} i^2 \, dt}
  \]  
  \( \text{(B.2)} \)

- Active power:
  \[
  P = \frac{1}{T} \int_{0}^{T} p \, dt = \frac{1}{T} \int_{0}^{T} v \, i \, dt
  \]  
  \( \text{(B.3)} \)

- Apparent power:
  \[
  S = V I
  \]  
  \( \text{(B.4)} \)
• Reactive power:

\[ Q = \sqrt{S^2 - P^2} \]  \hspace{1cm} (B.5)

• Active power factor:

\[ \lambda_a = \frac{P}{S} \]  \hspace{1cm} (B.6)

• Nonactive power factor:

\[ \lambda_n = \sqrt{1 - \lambda_a^2} = \frac{Q_F}{S} \]  \hspace{1cm} (B.7)

Fryze verified that \( \lambda_a \) reaches its maximum (\( \lambda_a = 1 \)) if and only if the instantaneous current \( i \) is proportional to the instantaneous voltage \( v \). He laid the foundations of the method to divide the instantaneous current \( i \) into two instantaneous orthogonal components, namely the active current \( i_a \) and the nonactive current \( i_n \).

The instantaneous active component of the current, \( i_a \), must develop the same active power as the original current \( i \), which means that

\[ P = \frac{1}{T} \int_0^T v i \, dt = \frac{1}{T} \int_0^T v i_a \, dt = \frac{1}{T} \int_0^T v (Gv) \, dt = G \frac{1}{T} \int_0^T v^2 \, dt = GV^2, \]  \hspace{1cm} (B.8)

where \( G \) can be understood as the equivalent conductance of the system averaged over the grid period \( T \). Therefore, the instantaneous active current can be calculated by

\[ i_a = G \, v; \quad G = \frac{P}{V^2} \]  \hspace{1cm} (B.9)

and the instantaneous nonactive current is given by

\[ i_n = i - i_a \]  \hspace{1cm} (B.10)

The orthogonal relationship between both current components implies that

\[ \frac{1}{T} \int_0^T i_a i_n \, dt = G \frac{1}{T} \int_0^T v i_n \, dt = G \frac{1}{T} \int_0^T v (i - i_a) \, dt = 0 \quad \Rightarrow \quad I_a^2 = I_a^2 + I_n^2 \]  \hspace{1cm} (B.11)

where \( I_a \) and \( I_n \) are the rms values of the active and nonactive components of the original current respectively.

**B.3 Origin of Active Currents in Multiphase Systems**

In 1950, Buchholz extended Fryze’s work to systems with multiple phase and conductors [13]. According to the Buchholz’s approach, this kind of system can be represented by a
homogeneously structured circuit in which none of the conductors is treated as an especial conductor. In this homogeneous circuit, the voltages of the \( m \) conductors are referenced to a virtual node ‘0’:

\[
v_k0 = v_{kr} - v_{0r} \quad v_{0r} = \frac{1}{m} \sum_{k=1}^{m} v_{kr} ; \quad k \in \{1, \ldots, m\} \tag{B.12}
\]

where \( v_{kr} \) is the voltage of the \( k \)th terminal measured with respect to the physical reference node ‘\( r \)’, which can be arbitrarily chosen. Hence, the \( v_{0r} \) voltage is the floating voltage of the virtual node ‘0’ with respect to the arbitrary physical reference node ‘\( r \)’.

Applying the Kichhkoff laws to the \( m \)-terminal circuit of Figure B.1, it is found that

\[
\sum_{k=1}^{m} v_{k0} = 0 ; \quad \sum_{k=1}^{m} i_k = 0 \tag{B.13}
\]

Expressions of (B.13) are always true, independently of the values of the phase voltages and currents and the node ‘\( r \)’ chosen as a physical reference.

The instantaneous power collectively developed by the \( m \) phases of the system is independent of the node chosen as a reference for measuring the phase voltages, i.e.

\[
p \Sigma = \sum_{k=1}^{m} v_{kr} i_k = \sum_{k=1}^{m} (v_{k0} + v_{0r}) i_k = \sum_{k=1}^{m} v_{k0} i_k + v_{0r} \sum_{k=1}^{m} i_k = \sum_{k=1}^{m} v_{k0} i_k \tag{B.14}
\]

As the instantaneous active power is a single value describing the energy consumption rate of a multiphase system, the collective value concept was introduced by Buchholz to represent
collectively the voltages and currents in a multiphase system. These voltage, $v_\Sigma$, and current, $i_\Sigma$, instantaneous collective values are respectively defined as

$$v_\Sigma = \sqrt{\sum_{k=1}^{m} v_0^2_k}; \quad i_\Sigma = \sqrt{\sum_{k=1}^{m} i_k^2}$$  \hspace{1cm} (B.15)

Buchholz also defined the rms collective value of voltage and current in multiphase systems, which are suitable for calculating powers under steady-state sinusoidal operating conditions:

$$V_\Sigma = \sqrt{\frac{1}{T} \int_0^T v_\Sigma^2 \, dt}; \quad I_\Sigma = \sqrt{\frac{1}{T} \int_0^T i_\Sigma^2 \, dt}$$  \hspace{1cm} (B.16)

Buchholz studied multiphase systems in detail much earlier than he determined their instantaneous active currents. Actually, it was in 1922 [18] when he proposed the following expression for calculating the apparent power in a multiphase system:

$$S_\Sigma = V_\Sigma I_\Sigma$$  \hspace{1cm} (B.17)

The modern standard IEEE Std 1459-2010 [3], which pretends to arrive at generalized definitions for the measurement of electric power quantities under sinusoidal, nonsinusoidal, balanced and unbalanced conditions, adopts Buchholz’s definition for the apparent power, renaming it as the *effective apparent power*, $S_e$, and textually states in its introduction that:

For sinusoidal unbalanced or for nonsinusoidal balanced or unbalanced situations, $S_e$ allows rational and correct computation of the power factor. This quantity was proposed in 1922 by the German engineer F. Buchholz and in 1933 was explained by the American engineer W. M. Goodhue.

Taking into account the fact that the collective active power of the multiphase system can be calculated by

$$P_\Sigma = \frac{1}{T} \int_0^T p_\Sigma \, dt$$  \hspace{1cm} (B.18)

there exists a nonactive power, $N_\Sigma$, that is defined in the IEEE Std 1459-2000 as $N$, which verifies that

$$S_{\Sigma e}^2 = P_{\Sigma e}^2 + N_{\Sigma e}^2$$  \hspace{1cm} (B.19)

From these definitions, Buchholz stated that the instantaneous current in each conductor of a multiphase system, $i_k$, can be divided into an active component, $i_{ak}$, and a nonactive component, $i_{nk}$, according to

$$i_k = i_{ak} + i_{nk} \begin{cases} i_{ak} = G_a v_{0k}; \quad & G_a = \frac{P_\Sigma}{V_\Sigma^2} \\ i_{nk} = i_k - i_{ak} = i_k - G_a v_{0k} \end{cases}$$  \hspace{1cm} (B.20)
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In (B.20), \( G_a \) can be considered as an equivalent active conductance of the multiphase system. The nonactive current of (B.20) does not contribute to the averaged collective active power \( P_\Sigma \), i.e.

\[
p_{\Sigma a} = \sum_{k=1}^{m} v_{k0} i_{ak} = G_a \sum_{k=1}^{m} v_{k0}^2 \Rightarrow \frac{1}{T} \int_0^T p_{\Sigma a} \, dt = G_a \frac{1}{T} \int_0^T \sum_{k=1}^{m} v_{k0}^2 \, dt = G_a V_\Sigma^2 = P_\Sigma
\]

Therefore, in terms of the net energy transfer, the nonactive current \( i_{nk} \) can be cancelled out by a suitable compensator, which allows the collective rms value of the total current flowing through the conductors to be reduced and the generation and transmission capacity of the power system to be increased.

Buchholz proved that, based on Cauchy–Schwarz inequalities:

- \( p_{\Sigma a} \) is a function of time.
- \( p_{\Sigma a} \) is a constant if and only if \( v_\Sigma \) is a constant as well.
- The set of instantaneous active currents, \( i_{ak} \), has permanently the smallest possible instantaneous current collective value, \( i_\Sigma \), to supply the instantaneous collective active power \( p_{\Sigma a} \).
- For a given collective rms value of the multiphase voltage, \( V_\Sigma \), the set of active currents, \( i_{ak} \), leads to the smallest possible current collective rms value, \( I_\Sigma \), to supply the collective active power \( P_\Sigma \).

B.4 Instantaneous Calculation of Power Currents in Multiphase Systems

In the formulation proposed by Buchholz, the equivalent active conductance \( G_a \) cannot be calculated without introducing a certain delay, since the values of \( p_\Sigma \) and \( v_\Sigma \) cannot be properly determined until a certain time interval necessary to averaging them has passed. Therefore, the instantaneous active currents defined by (B.20) can only be properly identified in real time if steady-state conditions are assumed, i.e. if it is possible to predict the values adopted by the voltages and currents in each period. This assumption cannot be applied in practice and the conductance \( G_a \) should be permanently recalculated after varying the system operating conditions. In most cases, this calculation takes at least one grid period. Thus, a really instantaneous calculation of the active and nonactive current components is not possible using the expressions of (B.20).

In his PhD dissertation published in 1962 [14], Depenbrock introduced an instantaneous formulation to calculate a new set of active currents, defined as \textit{power currents}, in generic multiphase systems. This formulation, named the FBD method in honour of Fryze, Buchholz and Depenbrock, was not presented at a German scientific event of wide resonance until 1980 [19], and the first complete and detailed presentation of this method was not written in English until 1993 [20]. Maybe for this reason the FDB method did not have the same repercussions as other theories formulated later.
According to Depenbrock’s approach, the instantaneous current in each phase of a multiphase system, \( i_k \), can be divided into two instantaneous components, namely the power current, \( i_{pk} \), and the powerless current, \( i_{zk} \), which can be calculated by

\[
\begin{align*}
  i_k &= i_{pk} + i_{zk} \\
  i_{pk} &= g_p v_{k0} \\
  i_{zk} &= i_k - i_{pk} = i_k - g_p v_k
\end{align*}
\] (B.22)

Currents of (B.22) can be calculated instantaneously, without any delay, even under nonperiodic conditions. The powerless currents, \( i_{zk} \), do not contribute to the instantaneous active power, \( p_{\Sigma} \), collectively delivered by the phases of the system. This means that the instantaneous active power supplied by the multiphase system is the same when the currents flowing by the conductors are either the power currents, \( i_{pk} \), or the original currents, \( i_k \), i.e.

\[
\begin{align*}
  \sum_{k=1}^{m} v_{k0} i_{pk} &= \sum_{k=1}^{m} v_{k0} g_p v_{k0} = g_p \sum_{k=1}^{m} v_{k0}^2 = g_p v_{\Sigma}^2 = p_{\Sigma} \\

\end{align*}
\] (B.23)

Depenbrock demonstrated that, for a given collective voltage, \( v_{\Sigma} \), the power currents, \( i_{pk} \), permanently present the lowest collective value, \( p_{pk} \), to supply the instantaneous active power, \( p_{\Sigma} \).

Depenbrock introduced a new set of currents, defined as the variation currents, \( i_{vk} \), which relate the power currents, \( i_{pk} \), with the active currents, \( i_{ak} \), previously defined by Buchholz. The variation current in each conductor of the multiphase system can be calculated by

\[
\begin{align*}
  i_{vk} &= i_{pk} - i_{ak} = i_{nk} - i_{zk}
\end{align*}
\] (B.24)

The variation currents are zero only if \( g_a = G_a \). In the rest of the cases

\[
\begin{align*}
  \sum_{k=1}^{m} v_{0k} i_{vk} &= \sum_{k=1}^{m} v_{0k} i_{pk} - \sum_{k=1}^{m} v_{0k} i_{ak} = p_{\Sigma} - p_{\Sigma a} \neq 0
\end{align*}
\] (B.25)

However, it is always true that

\[
\begin{align*}
  \frac{1}{T} \int_0^T \sum_{k=1}^{m} v_{0k} i_{vk} \, dt &= \frac{1}{T} \int_0^T p_{\Sigma} \, dt - \frac{1}{T} \int_0^T p_{\Sigma a} \, dt = p_{\Sigma} - p_{\Sigma a} = 0
\end{align*}
\] (B.26)

The expression of (B.25) implies that the variation currents, \( i_{vk} \), generate instantaneous exchanges of energy between the source and the load. However, as the expression (B.26) shows, these currents do not give rise to any net transfer of energy over a grid period.

As demonstrated by Buchholz, the active currents, \( i_{ak} \), present the lowest rms collective value, \( I_{a\Sigma} \), supplying the active power demanded by a load, \( P_{\Sigma} \). Therefore, it is always true that

\[
\sum_{k=1}^{m} i_{pk}^2 \geq \sum_{k=1}^{m} i_{ak}^2 \Leftrightarrow I_{p\Sigma} \geq I_{a\Sigma}
\] (B.27)
B.5 The p-q Theory

In 1983, Akagi and others proposed an instantaneous power theory for three-phase three-wire systems [7, 8], which was based on expressing voltages and currents as space vectors by using the Clarke transformation, which is defined by (A.14) in Appendix A. This theory is commonly known as the p-q theory. Later, Akagi extended the use of this theory to three-phase four-wire systems [21]. Therefore, in the p-q theory, the phase-to-neutral voltages and currents can be written as

\[ v_{\alpha\beta0} = [T_{\alpha\beta0}] v_{abc}, \quad i_{\alpha\beta0} = [T_{\alpha\beta0}] i_{abc}, \]  

(B.28)

where \( v_{\alpha\beta0} = [v_\alpha, v_\beta, v_0]^T \) and \( i_{\alpha\beta0} = [i_\alpha, i_\beta, i_0]^T \). Using these variables on the \( \alpha\beta0 \) reference frame, Akagi defined the following instantaneous powers:

\[
\begin{bmatrix}
  p_{\alpha\beta} \\
  q_{\alpha\beta} \\
  p_0
\end{bmatrix} = [M_{\alpha\beta0}] \begin{bmatrix}
  i_{\alpha\beta0}
\end{bmatrix}, \quad [M_{\alpha\beta0}] = \begin{bmatrix}
  v_\alpha & v_\beta & 0 \\
  -v_\beta & v_\alpha & 0 \\
  0 & 0 & v_0
\end{bmatrix}
\]  

(B.29)

The power \( p_{\alpha\beta} \) term (named \( p \) in the original formulation) was defined as the instantaneous real power and the power term \( p_0 \) was defined as the instantaneous zero-sequence power. The addition of both powers gives rise to the instantaneous active power delivered collectively by the three phases of the three-phase system, \( p_{3\phi} \), i.e.

\[ p_{3\phi} = p_{\alpha\beta} + p_0 = v_\alpha i_\alpha + v_\beta i_\beta + v_0 i_0 = v_\alpha i_\alpha + v_\beta i_\beta + v_c i_c. \]  

(B.30)

Logically, the unit for \( p_{\alpha\beta}, p_0 \) and \( p_{3\phi} \) is the watt (W).

The real contribution in Akagi’s power theory was the introduction of the imaginary power, \( q_{\alpha\beta} \) (named \( q \) in the original formulation). The imaginary power results from the product of voltage and currents from different phases of the \( \alpha\beta0 \) three-phase system (\( q_{\alpha\beta} = v_\alpha i_\beta - v_\beta i_\alpha \)). Consequently, the unit for the imaginary power should not have to be either W or VA or var.

Akagi proposed to use the volt-ampere imaginary (vai) as a valid unit for this power [16]. Over time, however, this power has been commonly known as the instantaneous reactive power and its unit has been the volt-ampere reactive (var) in many publications. Likewise, the instantaneous real power, \( p \), has been eventually known as the instantaneous active power.

Aredes presented in 1996 a clear interpretation of the physical meaning of the power terms resulting from Akagi’s power theory when it is applied to three-phase four-wire systems [22]. Aredes concluded that the instantaneous real power, \( p_{\alpha\beta} \), and the instantaneous imaginary power, \( q_{\alpha\beta} \), resulted from the interaction of voltages and currents with positive and negative sequences; i.e. the zero-sequence components of voltages and currents do not contribute to \( p_{\alpha\beta} \) and \( q_{\alpha\beta} \). Moreover, these powers can consist of constant and oscillatory terms, namely

\[ p_{\alpha\beta} = \bar{p}_{\alpha\beta} + \tilde{p}_{\alpha\beta} \]  

(B.31)

\[ q_{\alpha\beta} = \bar{q}_{\alpha\beta} + \tilde{q}_{\alpha\beta} \]  

(B.32)

\[ p_0 = \bar{p}_0 + \tilde{p}_0 \]  

(B.33)
The constant power terms $p_{αβ}$ and $q_{αβ}$ result from the interaction between positive- and negative-sequence voltages and currents with the same frequency and sequence, whereas the oscillatory power terms $\tilde{p}_{αβ}$ and $\tilde{q}_{αβ}$ result from the interaction between positive- and negative-sequence voltages and currents with either a different frequency or sequence. On the other hand, $v_0$ and $i_0$ represent AC single-phase voltages and currents respectively, and their interaction always gives rise to power oscillations, $\tilde{p}_0$, which can be accompanied by a certain mean different to zero, $p_0$. Aredes stated that the total energy flow per time unit, $p_{3φ}$, resulting from the interaction of voltages and currents in a three-phase four-wire system, is always equal to the sum of the real power, $p_{αβ}$, and the zero-sequence power, $p_0$, as indicated in (B.30). He also stated that the imaginary power, $q_{αβ}$, represents an energy quantity that is being exchanged among the phases of the system. This means that $q_{αβ}$ does not contribute to the energy transfer between the two systems at any time. The term 'energy transfer' should be understood in a general manner, referring not only to the net transfer of energy from one system to another but also to the energy oscillation between them. Akagi, in a paper published in 1999 [21], ratified Aredes’ interpretation of the $p-q$ theory power terms in three-phase four-wire systems.

By inverting the matrix $[M_{αβ}]$ in (B.29), it is possible to find the currents to be injected into the grid, under generic voltage conditions, in order to deliver given values of instantaneous real and imaginary (active and reactive) powers set as references, i.e.

$$i_{αβ}^* = \left[ i_{α}^* \ i_{β}^* \right] = \frac{1}{|v_{αβ}|} \left[ v_{α} - v_{β} \ v_{β} \ v_{α} \ 0 \ 0 \ 0 \ \frac{1}{v_0} \right] \left[ p_{αβ}^* \ q_{αβ}^* \right]$$

(B.34)

The voltage matrix of (B.34) shows a singularity in the formulation of the $p-q$ theory when applied to three-phase four-wire systems, since the calculation of $i_0^*$ presents discontinuities if $v_0 = 0$. By removing the third row and column of $[M_{αβ}]^{-1}$, the zero-sequence current to be injected into the grid is forced to be equal to zero. In such a case, the positive- and negative-sequence currents to be injected into the grid to deliver a given active and reactive (real and imaginary) power setpoint, $[p_{αβ}^*, \ q_{αβ}^*]$, are given by

$$i_{αβ}^* = \left[ i_{α}^* \ i_{β}^* \right] = \frac{1}{|v_{αβ}|} \left[ v_{α} - v_{β} \ v_{β} \ v_{α} \ 0 \ 0 \ 0 \ \frac{1}{v_0} \right] \left[ p_{αβ}^* \ q_{αβ}^* \right]$$

(B.35)

The active currents calculated by using (B.35), i.e. those currents obtained by making $q_{αβ}^* = 0$ in (B.35), match the ones calculated by using the expression (B.22) of the FDB method for a three-phase three-wire system.

When it is assumed that $v_0 = 0$, the currents calculated by (B.35) satisfy the instantaneous power conservation principle, i.e.

$$(v_{α}^2 + v_{β}^2) (i_{α}^2 + i_{β}^2) = |v_{αβ}|^2 |i_{αβ}|^2 = s^2 = p_{3φ}^2 + q_{αβ}^2$$

(B.36)

In (B.36), $|v_{αβ}|$ and $|i_{αβ}|$ can be understood as instantaneous collective values for voltage and current in the $αβ$ domain. According to Buchholz’s power definitions, the product of both instantaneous collective values gives rise to the instantaneous apparent power, $s$. As in the conventional power theory, any increment in the instantaneous imaginary power $q_{αβ}$ entails
an increment in the instantaneous apparent power $s$ as well, but it does not result in any instantaneous energy transfer between the two systems linked by $v_{\alpha\beta}$ and $i_{\alpha\beta}$.

In the moment $v_0 \neq 0$, the instantaneous collective value of the voltage will increase and hence the value of the instantaneous apparent power $s$ will increase as well. In such a case, the $p$-$q$ theory gives rise to the following inequality:

$$\left( v_0^2 + v_{\beta}^2 + v_0^2 \right) \left( i_\alpha^2 + i_{\beta}^2 \right) = |v|_{\alpha\beta}^2 |i|_{\alpha\beta}^2 = s^2 \neq p_{3\phi}^2 + q_{\alpha\beta}^2 \quad (B.37)$$

This incoherence in fulfilling the power conservation principle under generic voltage conditions gave way to new formulations of the $p$-$q$ theory. In this appendix, just three examples of such modified formulations will be presented in the following. However, instantaneous power definitions in three-phase four-wire systems are still nowadays a source of controversy and new formulations are constantly proposed [23, 24].

### B.6 Generalization of the $p$-$q$ Theory to Arbitrary Multiphase Systems

In 1992, Willems extended the $p$-$q$ theory to generic multiphase systems [9]. According to Willems’ approach, the voltages and currents in an $m$-phase system could be represented by using $m$-dimensional instantaneous vectors, $\mathbf{v}$ and $\mathbf{i}$. Thus, the instantaneous active power delivered by the systems might be calculated by means of the following dot product:

$$p_{m\phi} = \mathbf{v} \cdot \mathbf{i} \quad (B.38)$$

In his formulation, the instantaneous active current vector, $i_p$, can be calculated by projecting $i$ over $v$. He arrived at this point by setting the condition that the instantaneous current vectors $\mathbf{i}$ and $\mathbf{i}_p$ should deliver the same active power, i.e.

$$p_{m\phi} = \mathbf{v} \cdot \mathbf{i} = \mathbf{v} \cdot \mathbf{i}_p \quad (B.39)$$

which explicitly implies that

$$i_p = \frac{\mathbf{v} \cdot \mathbf{i}}{|\mathbf{v}|^2} \cdot \mathbf{v} = \frac{p_{m\phi}}{|\mathbf{v}|^2} \cdot \mathbf{v} = \frac{p_{m\phi}}{|\mathbf{v}|} \cdot \frac{\mathbf{v}}{|\mathbf{v}|} = |\mathbf{i}| \cdot \hat{\mathbf{v}} \quad (B.40)$$

where $|\mathbf{v}|$ and $\hat{\mathbf{v}}$ represent the length and the unit vector of $\mathbf{v}$ respectively. The current and voltage vectors of a three-phase four-wire systems are graphically depicted in Figure B.2.

Therefore, the instantaneous active current vector $i_p$ is codirectional with $\mathbf{i}$. On the other hand, the instantaneous nonactive current vector could be calculated by

$$i_q = \mathbf{i} - i_p \quad (B.41)$$

This reactive current vector $\mathbf{v}$ is orthogonal, such that

$$\mathbf{v} \cdot i_q = 0 \quad (B.42)$$
Therefore, the instantaneous reactive power could be associated with

\[ q = |v| \cdot |i_q| \quad \text{(B.43)} \]

According to Willems’ formulation, as opposed to Akagi’s \( p-q \) theory, the zero-sequence currents affect the calculation of both the active and the reactive powers. The currents calculated using Willems’ formulation to deliver a given active/reactive power set-point only match the ones calculated by Akagi’s \( p-q \) theory in the case of three-phase three-wire systems. Otherwise, the currents resulting from both methods are different. Likewise, and considering a general case, the active currents calculated from Willems’ formulation do not match the ones calculated from the FDB method. This discrepancy stems from the different conceptions of the role of the neutral conductor to power delivery in both methods.

**B.7 The Modified \( p-q \) Theory**

In 1995, Nabae and others, by using an appropriate algebraic formulation, modified the original \( p-q \) theory to make it suitable to be applied to three-phase four-wire systems [25]. Starting from the voltage and current vectors shown in (B.28), this modified theory proposed the following expression to calculate instantaneous real and imaginary powers:

\[
\begin{bmatrix}
  p_{\alpha}
  q_{\alpha}
  q_{\beta}
  q_0
\end{bmatrix}
= \begin{bmatrix}
  M_{\alpha\beta0}
  M'_{\alpha\beta}
  i_0
\end{bmatrix}
= \begin{bmatrix}
  v_\alpha & v_\beta & v_0 \\
  0 & -v_0 & v_\beta \\
  v_0 & 0 & -v_\alpha \\
-\nu_\beta & -\nu_\alpha & 0
\end{bmatrix}
\quad \text{(B.44)}
\]
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In (B.44), the instantaneous imaginary powers \( q_\alpha, q_\beta \) and \( q_0 \) result from calculating the cross-product of \( v_{\alpha\beta0} \) and \( i_{\alpha\beta0} \), i.e.

\[
q = \begin{bmatrix} q_\alpha \\ q_\beta \\ q_0 \end{bmatrix} = v_{\alpha\beta0} \times i_{\alpha\beta0} \quad \text{(B.45)}
\]

In this theory, the systematic algebraic formulation to study the interaction between the voltage and current vectors is not accompanied by a circuital analysis that allows the physical meaning to be revealed of each imaginary power term, as it is very difficult to identify the energy exchanges associated with each of these power terms in the actual three-phase system. Moreover, these three imaginary power terms are not linearly independent, given that

\[
\begin{vmatrix}
0 & -v_\gamma & v_\beta \\
v_\gamma & 0 & -v_\alpha \\
-v_\beta & v_\alpha & 0
\end{vmatrix} = 0 \quad \text{(B.46)}
\]

Therefore, there are only two characteristic terms in the set of instantaneous imaginary powers formed by \( q_\alpha, q_\beta \) and \( q_0 \). The explanation about the physical relationship between these imaginary power terms is not a trivial issue, however, as their interdependence turns into evidence when the expression (B.44) is analysed. For given grid voltage conditions, this expression reveals that there are only three degrees of freedom for the currents to be injected into the grid, i.e. \( i_\alpha, i_\beta \) and \( i_0 \). Therefore, only three power terms can be independently controlled by using these three independent currents. As the instantaneous real power, \( p_{\alpha\beta} \), is the power of interest, only two additional independent power terms can be defined, either to deal with real or imaginary powers.

Even though \( q_\alpha, q_\beta \) and \( q_0 \) are not independent, the set of currents to be injected into the grid to deliver a given real and imaginary power set-point under generic grid voltage conditions can be calculated by

\[
i^* = \begin{bmatrix} i^*_\alpha \\ i^*_\beta \\ i^*_0 \end{bmatrix} = \frac{1}{|v^*_{\alpha\beta0}|} \begin{bmatrix} v_\alpha & 0 & -v_\beta \\ v_\beta & 0 & -v_\gamma \\ 0 & v_\alpha & -v_\beta \end{bmatrix} \begin{bmatrix} p^*_{\alpha\beta} \\ q^*_\alpha \\ q^*_\beta \\ q^*_0 \end{bmatrix} \quad \text{and} \quad |v^*_{\alpha\beta0}| = \sqrt{v^2_\alpha + v^2_\beta + v^2_0} \quad \text{(B.47)}
\]

If it is set as a condition that \( q^*_\alpha = q^*_\beta = q^*_0 = 0 \) in (B.47), the instantaneous active currents to be injected into the grid match the ones calculated by using the expression (B.40) from Willems’ formulation.

Finally, it is worth pointing out that the formulation proposed by Nabae and others always accomplishes the instantaneous power conservation principle, i.e.

\[
s^2 = |v^*_{\alpha\beta0}|i^*_{\alpha\beta0}2 = p^2_{\alpha\beta} + q^2_\alpha + q^2_\beta + q^2_0 \quad \text{(B.48)}
\]
B.8 Generalized Instantaneous Reactive Power Theory for Three-Phase Power Systems

In 1996, Peng and Lai proposed a generalization of the instantaneous reactive power theory by using a very elegant vector formulation [26], in which they conferred a vector connotation to the instantaneous reactive power of a generic three-phase system. Akagi had already treated the imaginary power as a vector in his first studies and stated that the imaginary power vector was always orthogonal to the $\alpha \beta$ plane. Peng and Lai extended this approach to generic systems and defined the instantaneous reactive power vector $q$ by means of the following cross-product:

$$ q = v \times i $$

This definition for the reactive power vector is independent of the reference frame used to express $v$ and $i$, provided that it is an orthogonal reference frame. In (B.49), Peng and Lai used the natural $abc$ reference frame, so the instantaneous reactive power vector was defined as

$$ q = \begin{bmatrix} q_a \\ q_b \\ q_c \end{bmatrix} = \begin{bmatrix} v_a & v_b & v_c \\ i_a & i_b & i_c \end{bmatrix}^T $$

(B.50)

This vector could also have been written in the following more compact form:

$$ q = \begin{bmatrix} q_a \\ q_b \\ q_c \end{bmatrix} = \begin{bmatrix} 0 & -v_c & v_b \\ v_c & 0 & -v_a \\ -v_b & v_a & 0 \end{bmatrix} \begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix} $$

(B.51)

Analysing (B.51), it is observed that

$$ \begin{vmatrix} 0 & -v_c & v_b \\ v_c & 0 & -v_a \\ -v_b & v_a & 0 \end{vmatrix} = 0 $$

(B.52)

which leads to the same conclusions as in the presentation of the modified $p$-$q$ theory proposed by Nabae and others, namely that this algebraic formulation results in a set of three instantaneous reactive powers that are not independent from each other, being difficult to explain their relationship and physical meaning.

From the following real magnitudes:

$$ |v| = \sqrt{v \cdot v} = \sqrt{v_a^2 + v_b^2 + v_c^2}, \quad |i| = \sqrt{i \cdot i} = \sqrt{i_a^2 + i_b^2 + i_c^2} $$

$$ p_{\lambda \phi} = v \cdot i, \quad q = \sqrt{q_a^2 + q_b^2 + q_c^2} $$

(B.53)

Peng and Lai proposed the following expressions, where $i_p$ and $i_q$ are the instantaneous active and reactive current vectors respectively, $s$ is the instantaneous apparent power and $\lambda$ is the
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instantaneous power factor:

\[ i_p = \frac{P_{3\phi}}{|v|^2} v; \quad i_q = q \times v; \quad s = |v| |i|; \quad \lambda = \frac{P_{3\phi}}{s} \quad (B.54) \]

Even though some of these expressions had already been proposed in previous formulations, the definition of \( i_q \) is actually a novelty in this generalized approach of the reactive power theory.

Peng and Lai stated and justified four theorems that collect the main properties of the instantaneous components of the current and the power in three-phase systems. These theorems are adapted to the nomenclature used in this appendix as follows:

**Theorem 1.** The three-phase current vector, \( i \), is always equal to the sum of the instantaneous active current vector, \( i_p \), and the instantaneous reactive current vector, \( i_q \), i.e., \( i = i_p + i_q \).

**Theorem 2.** The instantaneous reactive current vector, \( i_q \), is orthogonal to \( v \) and the instantaneous active current vector, \( i_p \), is parallel to \( v \), namely, \( v \cdot i_q = 0 \) and \( v \times i_p = 0 \), with \( \times \) and \( \cdot \) as the cross and dot products respectively.

**Theorem 3.** \( |i|^2 = |i_p|^2 + |i_q|^2 \), \( s^2 = P_{3\phi}^2 + Q^2 \) and \( |i|^2 = (P_{3\phi}^2 + Q^2)/|v|^2 \), where \( |i_p| \) and \( |i_q| \) represent the norm, or collective values or ‘length’, of the instantaneous active and reactive current vectors.

**Theorem 4.** If \( i_q = 0 \), then the norm of \( i \), namely \( |i| \), becomes minimal for transmitting the same instantaneous active power and the maximal instantaneous power factor is achieved, namely \( \lambda = 1 \).

B.9 Summary

This appendix has presented a short review of some of the instantaneous power theories used to determine the reference currents for power converters connected to three-phase systems. The appendix did not aim to provide an exhaustive study on the instantaneous current components and power definitions. For this reason, many of the theories and methods used in applications such as power conditioners or power analysers have not been mentioned for the sake of not extending this appendix unnecessarily.

The current analysis proposed by Buchholz, and its subsequent extension proposed by Depenbrock through the FBD method, leads to the maximum efficiency in delivering instantaneous active power in a generic multiphase system in which all the electrical conductors are treated as equals, including the neutral conductor. It is worth remarking here that this is not the case in most actual electrical networks, where the neutral conductor is considered as an auxiliary conductor with a lower section than the phase conductors and devoted to reduce voltage transients and allow the flow of current during asymmetrical faults. Medium voltage distribution systems and high-voltage transmission systems do not have any neutral conductor but their phase voltages are referenced to earth potential. Therefore, asymmetrical faults will...
result in currents flowing through the earth circuit, which does not present the same impedance as the phase conductors.

The \( p-q \) theory proposed by Akagi is suitable to be used in three-phase three-wire systems and in four-wire systems in which, as a condition, the neutral current is set equal to zero. The concept of the instantaneous imaginary power meant a significant contribution to the study of three-phase systems in the time domain. The extrapolation of this theory to three-phase four-wire systems resulted in some singularities that gave way to the proposal of new theories and methods.

References


Appendix B: Instantaneous Power Theories


Appendix C

Resonant Controller

C.1 Introduction

The resonant controller can be obtained either by applying the internal model principle or by using the coordinate transformation. The two methods are briefly described in the following.

C.2 Internal Model Principle

The internal model principle states that if the models of the reference and of the disturbance are included in the feedback control loop a good reference tracking and a good disturbance rejection capability is ensured. If the goal is to track and reject periodic signals that can be decomposed into sinusoidal components (harmonics), this procedure results in the design of controllers that have a pair of poles on the imaginary axis at the frequencies of the harmonics to track and/or to reject. In fact, the Laplace transform of a sinusoidal signal as the normalized grid voltage, i.e. a disturbance in the current control loop as shown in Figure C.1, is

\[ E(s) = \frac{\omega}{s^2 + \omega^2} \]  

(C.1)

The transfer function (C.1) will be used to demonstrate the effectiveness of a resonant controller tuned on the fundamental frequency to null the error due to the grid voltage.

Considering the block diagram as depicted in Figure C.1, the current, the consequence of the disturbance, will be defined as

\[ I(s) = -\frac{G_f(s)}{1 + G_f(s)G_d(s)G_c(s)} E(s) \]  

(C.2)

Considering that

\[ G_f(s) = \frac{1}{Ls + R} \]  

(C.3)
The current control loop of an inverter: \( G_c(s) \) is the controller, \( G_d(s) \) is the delay of PWM and of the computational device and \( G_f(s) \) models the filter and the grid.

- **Figure C.1**

\[
E(s) = \frac{\omega}{s^2 + \omega^2} \quad \text{(C.4)}
\]
\[
G_c(s) = \frac{k_p s^2 + k_1 s + k_p \omega^2}{s^2 + \omega^2} \quad \text{(C.5)}
\]
\[
G_d(s) = \frac{1}{(1.5 T_s)s + 1} \quad \text{(C.6)}
\]

where \( L \) and \( R \) are respectively the total inductance and resistance of the grid and the filter, \( T \) is the sample time and \( k_p \) and \( k_1 \) are the proportional and resonant gain. \( k_p \) is tuned in order to ensure that the overall system has a damping factor of 0.707. A high \( k_i \) is usually adopted in order to obtain sufficient attenuation of the tracking error in case the frequency of the grid is subjected to changes. However, a high \( k_i \) can cause too high an overshoot. The optimum gain \( k_i \) can be adopted considering that the grid frequency is stiff and it is only allowed to vary in a narrow range, typically \( \pm 1\% \).

\[
\Delta I(s) = \frac{\left( s^2 + \omega^2 \right) \cdot \left( 0.5 T_s s + 1 \right) - \left( s^2 + \omega^2 \right) \cdot \left( 0.5 T_s s + 1 \right) - \left( k_p s^2 + k_1 s + k_p \omega^2 \right)}{(Ls + R) \cdot \left( s^2 + \omega^2 \right) \cdot \left( 0.5 T_s s + 1 \right) + \left( k_p s^2 + k_1 s + k_p \omega^2 \right)} \quad \text{(C.7)}
\]

It can be proven that (C.7) is zero for \( s = j\omega \).

### C.3 Equivalence of the PI Controller in the \( dq \) Frame and the P+Resonant Controller in the \( \alpha\beta \) Frame

The process can be derived by inverse transforming the synchronous controller back to the stationary \( \alpha\beta \) frame \( G_{dq}(s) \rightarrow G_{\alpha\beta}(s) \). The inverse transformation can be performed by using the following \( 2 \times 2 \) matrix:

\[
G_{\alpha\beta}(s) = \frac{1}{2} \begin{bmatrix} G_{dq1} + G_{dq2} & j G_{dq1} - j G_{dq2} \\ - j G_{dq1} + j G_{dq2} & G_{dq1} + G_{dq2} \end{bmatrix} \quad \text{(C.8)}
\]
\[
G_{dq1} = G_{dq}(s + j\omega) \quad \text{(C.9)}
\]
\[
G_{dq2} = G_{dq}(s - j\omega) \quad \text{(C.10)}
\]
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Given that \( G_{dq}(s) = \frac{k_I}{s} \) and \( G_{dq}(s) = \frac{k_I}{(1 + (s/\omega_c))} \), the equivalent controllers in the stationary frame for compensating positive-sequence feedback error are therefore expressed respectively as

\[
G_{+\alpha\beta}(s) = \frac{1}{2} \begin{bmatrix}
\frac{2k_I s}{s^2 + \omega^2} & \frac{2k_I \omega}{s^2 + \omega^2} \\
\frac{2k_I \omega}{s^2 + \omega^2} & \frac{2k_I s}{s^2 + \omega^2} \\
\end{bmatrix}
\]

(C.11)

\[
G_{+\alpha\beta}(s) \approx \frac{1}{2} \begin{bmatrix}
\frac{2k_I \omega_c s}{s^2 + 2\omega_c s + \omega^2} & \frac{2k_I \omega_c \omega}{s^2 + 2\omega_c s + \omega^2} \\
\frac{2k_I \omega_c \omega}{s^2 + 2\omega_c s + \omega^2} & \frac{2k_I \omega_c s}{s^2 + 2\omega_c s + \omega^2} \\
\end{bmatrix}
\]

(C.12)

Similarly, for compensating negative sequence feedback error, the required transfer functions are expressed as

\[
G_{-\alpha\beta}(s) = \frac{1}{2} \begin{bmatrix}
\frac{2k_I s}{s^2 + \omega^2} & 0 \\
0 & \frac{2k_I \omega}{s^2 + \omega^2} \\
\end{bmatrix}
\]

(C.13)

\[
G_{-\alpha\beta}(s) \approx \frac{1}{2} \begin{bmatrix}
\frac{2k_I \omega_c s}{s^2 + 2\omega_c s + \omega^2} & 0 \\
0 & \frac{2k_I \omega_c \omega}{s^2 + 2\omega_c s + \omega^2} \\
\end{bmatrix}
\]

(C.14)

Comparing (C.11) and (C.12) with (C.13) and (C.14), it is noted that the diagonal terms of \( G_{+\alpha\beta}(s) \) and \( G_{-\alpha\beta}(s) \) are identical, but their nondiagonal terms are opposite in polarity. This inversion of polarity can be viewed as equivalent to the reversal of rotating direction between the positive- and negative-sequence synchronous frames.

Combining the above equations, the resulting controllers for compensating both positive- and negative-sequence feedback errors are expressed as

\[
G_{\alpha\beta}(s) = \frac{1}{2} \begin{bmatrix}
\frac{2k_I s}{s^2 + \omega^2} & 0 \\
0 & \frac{2k_I \omega}{s^2 + \omega^2} \\
\end{bmatrix}
\]

(C.15)

\[
G_{\alpha\beta}(s) \approx \frac{1}{2} \begin{bmatrix}
\frac{2k_I \omega_c s}{s^2 + 2\omega_c s + \omega^2} & 0 \\
0 & \frac{2k_I \omega_c \omega}{s^2 + 2\omega_c s + \omega^2} \\
\end{bmatrix}
\]

(C.16)
Bode plots representing (C.15) are drawn in Figure C.2, where their error-eliminating ability is clearly reflected by the presence of two resonant peaks at the positive frequency \( \omega \) and negative frequency \(-\omega\). Note that if (C.11) or (C.12) ((C.13) or (C.14)) is used instead, only the resonant peak at \( \omega \) (\(-\omega\)) is present since those equations represent PI control only in the positive-sequence (negative-sequence) synchronous frame. Another feature of (C.15) and (C.16) is that they have no cross-coupling nondiagonal terms, implying that each of the \( \alpha \) and \( \beta \) stationary axes can be treated as a single-phase system. Therefore, the theoretical knowledge described earlier for single-phase PR control is equally applicable to the three-phase functions expressed in (C.15) and (C.16).
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